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Stuff to keep in mind:

e (CGENIE.)muffin is a model. Models ARE NOT the ‘real World'. (Don’t get confused!)

e The low resolution (for a 3-D ocean circulation model) of theffin model limits its appli-
cability for very short time-scale problems. In configurations not incorporating the PLASIM
atmospheric model, there is no atmospheric dynamics or inter-annual variability in the ocean-
atmosphere coupled system.

e muffin is best thought of as a ‘discovery and exploring’ tool for learning how the Earth
system (might) work rather than necessarily as a detailed ‘simulation’ tool.

e |tis possible to have fun. (Once the installation pain is over ...)
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Before anything else ...

ReadMe

Some warnings and reminders in this manual are repeated over and over and over and ... over
again. Some warnings and reminders are repeated over and over and over and ... over again. This

is because you will forget immediately each time! ;)
!1

Software version naming conventions

You will be using the current version of the cGENIE Earth system model, code-namusfiri’ (if

Apple can have ‘Leopard’, ‘Lion’ etc., | can haz a baked goods version naming convention). The
documentation may not be fully consistent in this respect ... and you may need to translate occur-
rences of e.qg. a directory nametkénie’ to ‘ cgenie.muffin’. For brevity, thecGENIE.muffin

model will be referenced by jusiriuffin’.

linux ...

The(cGENIE.)muffin model currently natively compiles and runs only uniireux? (e.g. distribu-
tions such asJbuntu) and unix-like operating systems (suchnaacOS. Furthermoremuffin has
traditionally been configured and accessed (aka ‘run’) at the ‘command line’ of the linaxalor
cOSequivalent, which is unix-like) operating system. The command line is a place where you type
text and when you presgeturn, something (hopefully, good!) happens. Typically the stuff you
type started with a ‘command’ word, and often followed by one or more options and parameters.
The command word and any options / parameters MUST be separated by SPACEs.

The start of each line of the command line is indicated with something $ik&he$ is called
the ‘prompt’ and is ... prompting you to type some input (commands, Tweets, swear words, etc.).
See — the computer is just sat there waiting for you to command it to go do something (stupid?).
Typically, you will also be informed (reminded) of the user-name, computer name, and current
directory, e.qg.:

[username@host ~1$

which is in this example is usetisername’ (yours will be different!) on computer namadést’3

and the current directory is the ‘home’ directory — represented by dyenbol. If, for example, you
were instead currently in the/folder directory, you would see at the command prompt something
like:

[username@host myfolder]$

If you are not or not very familiar with the linux/unix command line, such as how to navigate
up and down the directory tree and to display the contents of the current directory you are in —for a
brief summary of some basic/usefilux commands and usage — see HOW-TO SeQ@ib2 (page
317).

1Also read footnotes please.

2For some of you, the mechanics of running the model will be about as much fun as sticking your tongue in an
electrical outlet (a popular hobby in England). (However, if you are an experienced linux/unix/tongue-in-electrical-
socket user, you can skip onto the next Section and save yourself an entire 15 seconds of reading words.)

3Sprout the cat will eventually appear under ‘cat-of-the-day’ on my home-page if youRfresmugh times — all my
computing clusters are named after my cats . ..
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NOTE: BE VERY CAREFUL that spaces are not missed out when typing out example lines.
Also be careful not to confuse the number ong for the letter el {). Mis-spelling/typing will
probably be the primary reason for any wailing and gnashing of teeth ...

NOTE-the-second: If you find yourself terminally bored typing in long long instructions lines,
you may be tempted to simply copy-paste from the muffin manual PDF to the command line,
This can work, but firstly be aware that trying to copy-paste multiple lines at once is doomed
to failure — copy-paste the first line and then following that add the second (or subsequent) line.
Also note that the inverted comma symbol in the PDF is not the same inverted comma symbol
that linux is expecting ... You should also make liberal use of the up arrow key that bring back
the previously entered command (keep pressing the key for progressively older commands). For
instance, a mistake in a command line can be corrected by bringing back the offending line and
using the left/right arrows to navigate through the characters and correct any mistake.

NOTE-the-third: In places, instructions may be given for specific programs and computer plat-
forms and hence may differ slightly from the software reality in front of you. Use your judgement in
translating such instructions. Many other alternative software choices exist for editing files or view-
ing results, as are other ways of configuring software and file editing/transferring methodologies.
Do what suits you best — you can view such instructions where they occur, as more representing an
example methodology rather than a literal interpretation of the Constitution.

Required computer hardware

It is possible to install and run thcGENIE.)muffin’ Earth system model either on a linux box
(e.g. Ubuntu) or on aMac #° Otherwise, you will need an account on a linux-based server or
cluster. In this case, you can use any platfolimug , macOS Windoz, as well asOS andAndroid
(which is based ofinux in any case)) to connect to the cluster (but see software requirements,
below).

Required computer software
To install and rurmuffin, at a minimum are needé&d

1. AFORTRAN (f90 and f77 combatable) compiler of some sort.
This may come with the operating system as standard, pogsilyan .
2. Aqgit client.

If not standard, this is relatively easy to add and install.

3. CompilednetCDF libraries (not so much fun ...).

To edit files and visualize results, you will need some specific software. The exact software will
depend on your operating system, but essential are:

1. A viewer for netCDF format spatial data. Java viewer calledPanoply is provided by
NCAR for all platforms — http://www.giss.nasa.gov/tools/panoply/ (Note that you will need
Javainstalled!)

(Or alternatively:MATLAB .)

2. A simple text editor, except not the rubbish defaMlihdows one — you need one that can
displayunix ASCII text without screwing it up. Options f&indows users arenotepad++

4Sets of detailed installation instructions are available in the HOW-TO section of this manual.

5Note that it is not possible at this time to romuffin underWindows ... at least, not without near infinite pain.

60nly if muffin is being run locally and a cluster account is not provided (but assuming that your cluster account is
correctly configured ...).



14 Chapter 1. Installation, configuration, basic usage

(https://notepad-plus-plus.or@EiTE (https://www.scintilla.org/SciTE.html}ibux andMac
users need no special/different editor compared with your standard editor — everything will
display just fine). You can also uirux command line based editors suchvas

If instead operatingnuffin remotely (e.g. on a computing cluster), the you will need:

1. A terminal (‘shell’) window. This is no problem fdmux andMac users (you already

have one built in). Fowindows, either download a simple (and ol85H client (ssh-client)

from my websité or you can get hold of e.RuTTY (http://www.putty.org/).

2. A sftp (secure file transfer) client for convenience (i.e. dragging and dropping files be-
tween local and remote computers, and opening files directly on the remote computer clus-
ter). If you have installed ssh-clientMindows, above) then a sftp client is already included

as part of this software. If usinBuTTY (Windows) you might try downloading/Vin-

SCP (http://winscp.net/eng/index.php). ForacOS you can connect to the server through

the Terminal, but some sftp software for viewing/navigating server file structure include:
Filezilla (recommended)Cyberduck, TextWrangler. For linux, maybe-ileZilla .

File editors ...

You will need to edit text-based configuration files, possibly in installing and configuoningn,
but definitely in configuring model experiments. So now might be a good time to check that you
can use the/an editor! (You will also be using the same editor to view some of the model output.)
You have two alternative options for editing and viewing text files, depending on whether you
are aunix nerd with no life, or prefer anything to do with computers to be wrapped in cotton wool
and covered with dollops of treacle. EITHER: Use the limiX/vim) application (or similar e.g.
emac$ if you are familiar with it. | think that this pretty much sucks as a text editor and life is
far too short and brutal if you don't like this sort of thing ... OR ... use a suitable linux-friendly
text editor (NOTMicro$oft Notepad) in conjunction with theSecure File Transfer Client For
example:SciTE (http://www.scintilla.org/SciTE.html) is suitable, blotepad++
If you fiddle about with the settings under Options/Preferences iMtimsSCP program and
apply a little common sense, it should be possible to configure things so that you can simply double-
click on afile in the remote (right-hand) window panel and it will open like magic (almost)! Saving
the file after editing) should then result in the file being saved back to the cluster. Or you can select
Edit With (and therSciTE) from right-mouse-button-clicking on the filename. Or ... a crude but
workable approach is to use an sftp client to drag the file to your local machine (assunrfiiy
is installed remotely), edit it there, and then drag it back afain.

Model documentation in general

This (themuffin manual), and additional documentation (of varying degrees of up-to-date-ness)
can be found:

1. OnGitHub.

Here, thelatex source for the documentation lives, allowing you to compile the most up-to-
date PDF document. And ... make changes yourself and have them incorporated into the
official documentatioh

"http:/lwww.seao2.info//cgenie/software/ssh-client.exe
8Note that care still has to be taken to avoid certdinrosoft text editing programs undé¥indoz.)
9First clone thegit repository. Make changes. Commit them locally. Make a ’pull request ...
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2. On mywebsite
Here, are only compiled, PDF versions of the documentation are provaietimay be
somevhat out-of-date (the current versions of everything liveGitHub ).

This document in particular
The instructions may not be entirely bug-free — use your judgment.

Gol
OK — now we are ready to start . ..


http://www.seao2.info/mymuffin.html
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Starting (dozing?) off ...

You are going to be installing the model from scratch —why? Why not? It will be a happy character-
building experience for you ... trust me ...

Logging in!

In runningmuffin locally — log into yourinux/macOSbox (and skip on to the next sectiorif!

Or ... and much more likely to be the case — if you are runmmdfin remotely (e.g. on a user
account on a computing cluster or server), then log into the remote server or cluster account using
a 'suitable terminal prograrh:

e If logging in via alinux/macOShbox, open the terminal/shell window and simply SSIjn
e.g.
$ ssh username@clustername

whereclustername, the cluster (or remote server) name(!) might, for example, be
catname.ucr.edu, and enter your account password (and tell it whether or not you want
this password stored, if asked).

IMPORTANT! — When you type in a password in linux, NOTHING appears on the screen,
not evenkxx*xxx*x*x as in common on Windozs. As you type (the password), characters are
being entered ... you just cannot see them. Don't panic — just type in the password (even if
you cannot see characters appearing) anehhit.

¢ On aWindoz machine — first start th&/inSCP program (an sftp file transfer client). Under
Host Name, enter the remote server or cluster name (eagname . ucr . edu):
ThePort number should be set t@2 (except forsterling.ucr.edu). Enter your computing
cluster user-name on the line below this (‘User Name’) and then the Password. Click on
Login. This is your file transfer client.
You will also need a terminal window. This can be opened by clicking ondlwen session
in PUTTY’ icon on the top icon row, or pressirgyri+P.
You should now have TWO windows open — a ‘shell’ window (lines of text on an otherwise
blank screen) and a file manager (transfer) window. Ensure that you have both these before
moving on. It is recommended that you maximize both these windows to full screen. (But
no-one will die horribly for not doing so. Probably ...).
You can also log in directly from the shell/terminal window eRUTTY first (rather than
first opening an sftp connection first). You will sill have to open an sftp connection for file
transfer.

Note that the cluster you access may not use the standard 'port’ number leér a different
port number — in a GUI interface (e.4VinSCP) simply change the number in the port box, or at
the command line, you will need to type:

$ ssh -p xxxxx username@clustername

wherexxxxx is the port number.

10/ you fail at this step, you'll have to take up box-modelling instead.

1t very much depends on what software you are using. Provided are instructiossnfier examples, but only
examples, and your reality may be rather different.

12if your current directory looks something like thifusername@clustername ~]1$ then you are probably already
logged in! Otherwise, it will look likeusername@localcomputername: ~$
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Downloading/installing the model code

The next step is to download a copy of the source codenfdffin.

As of 2018, the branch of the (cC)GENIE source code thatG&NIE.muffin, was migrated
from a server hosted by the University of Bristol, @®tHub (and hence the versioning system
changed fornsvnto git — a “distributed” version control systems (DVCG3)

The address of the new (centralized) homenfwffin is:

https://github.com/derpycode/cgenie.muffin

From here, there are 2 ways to get your mitts on the model code:

1. The preferred/advised way is tdonethe repository to where you intend to ramuffin 14,
While you can also use a GUI based git client, easiest is at the command line (e.g. from your
HOME directory), using the commangdt clone'®:

$ git clone https://github.com/derpycode/cgenie.muffin.git

By doing this, you have created your own code repository (and an identical copy of the one
hosted on GitHub). As part of theit clone command, you also automaticaltyeck out
(from your very own personal repository) a copy of the cdde.

2. (Less good, but OK if you simply want a copy of the code to run an experiment just once, or
simply only want to see the code.) By downloading an archive file, containing all the code
etc. For this — click on thgreenClone or Download button on GitHub, and seletbwnload
ZIP. You then unpack/unzip the files and directory structure where you want it.

This [archive download] is a perfectly workable way to proceed ... as long as you neither
want to update the code with whatever new developments or bug fixes occur in the future, nor
want to have any code changes you might make, become part of the offidiih code (i.e.

it becomes a one-off installation that has no connection to the GitHub repository).

Configuring the code

You now need to configure some local environment settings sarthin can find all the libraries

etc. that it needs when the model compiles. The changes you need to make will depend on the
platform where you will be runninguffin (i.e. the computer where you have just cloned the code
repository to). This will be your first real test of editing (and saving) a file on the remote server(!)
You'll need to do this a bunch later and so it is worth developing a working strategy now if you are
not already linux-friendly. For instance:

13ALSO IMPORTANT : if you had previously installed a version wfuffin undersvn, note that the default name of
the installation ¢genie .muffin) is the same. If you already have a previosign(version) installation ofmuffin, i.e. in
adirectorycgenie.muffin, you should rename, or simply deleten( -f -r cgenie.muffin) the original installation
so as not to lose files or risk ending up with a mixed-up corrupted installation. For example:

$ mv cgenie.muffin cgenie.muffin.svn
will rename the installation directory, adding the extensienn on the end. You will not longer be able to run the
original installation now, but you can fix this by editing some of the direcpaths— see FAQ.

14But see later for other/better ways of working.

15This: "... clones a repository into a newly created directory, creates remote-tracking branches for each branch in the
cloned repository, and creates and checks out an initial branch that is forked from the cloned repository’s currently active
branch."

16Note that the major difference then with then system, is that previously, the GENIE code repository existed only
on the University of Bristol server, and yahecked outhe code remotely from there.
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2.
3.

. Transfer the file locally (to your laptop/desktop). Edit and save it. Then transfer it back again

(hence replacing the original with the edited version). (You can also configure many sftp
clients to allow you to edit and re-save the file more directly.)

Edit the filein situ on the remote account using ewj.(see linux HOW-TO for brief notes).
Pray that the file edits itself’

The required configuration settings fmuffin depend on the specific computing platform that you

are running on. What follows is a list of the changes associated with some possible platforms that
you might be using-find thelist name bold) thatcorrespondso the platformthatyou are using

and ignore all the other optiori8.

e Ubuntu.

This is the default assumed platform. No changes are necessary assuming that the netCDF
libraries are installed in their default locations and a relatively recent version of netCDF is
used!® And you have also jumped the shark with a successful install of other libraries and
softwares ... see Secti@i.4

sterling (UCR cluster).

For runningmuffin on this cluster, there is a single file to edit (which lives ingegie-main
directory):

1. Inthe fileuser .mak — at the end of the file, the netCDF path needs to be changed. First
comment o the default setting (with & symbol) and then un-comméhtthe line
under the heading## domino ### (domino was the original name for this cluster).

The resulting section of code at the endieér . mak should then look something like:

### DEFAULT ###

#NETCDF_DIR=/usr/local

### domino ###

NETCDF _DIR=/share/apps

#it# eevee #H##
#NETCDF_DIR=/share/apps/netcdf-c-4.4.1.1-fortran-4.4.4
### iwan #H##
#NETCDF_DIR=/share/apps/netcdf/4.0/gnu_fc_4.4.4
### sprout ###
#NETCDF_DIR=/share/apps/netcdf/4.0/gnu_fc_4.4.6
### almond ###
#NETCDF_DIR=/share/apps/netcdf-4.0/gcc-4.4.7
### UM ###
#NETCDF_DIR=/home/mushroom/netcdf/ifort

### Ben Mac Pro ###

#NETCDF_DIR=/opt/local

where the line:

NETCDF_DIR=/share/apps

now has no comment symbol before it, and the line:
#NETCDF_DIR=/usr/local

179 out of 10 cats have demonstrated this does not work.

18if you are using a platform not listed here, you may be able to simply adapt the instructions for one of the ones listed.

19By 'relatively recent’ — the default settings assume that the FORTRAN and C netCDF libraries are separate.

20To 'comment out’ a line — simply add #.symbol to the very start of the line. Whenuffin runs, this line will be
ignored.

2170 'un-comment’ a line — simply remove (delete) theymbol from the beginning of the line.
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is now 'commented out’.

e eeveqUCR cluster).

For using this particular cluster, there are 2 files to edit (both of which of which live in the
genie-main directory):

1. Inuser.mak —as per fosterling (excepttheiser.mak line you need to un-comment
is headedt## eevee ###), i.e. to achieve something like:

### DEFAULT ###

#NETCDF_DIR=/usr/local

### sterling ###

#NETCDF_DIR=/share/apps

### eevee #Hi##
NETCDF_DIR=/share/apps/netcdf-c-4.4.1.1-fortran-4.4.4

2. Inmakefile — as a consequence of a currently incomplete netCDF install, missing are
the C libraries for netCDF. This affects only a C program that is compiled to complete
the tests (by comparing model output with an archived copy of the expected results).
For now, this test must be disabled by:

On line 21 — comment out (with#); the wordnccompare (not the whole line).

e sprout (UoB cluster).

For this cluster, there are 2 files to edit:

1. In user.mak — at the end of the file, the netCDF path needs to be changed. First
comment out the default setting (withtasymbol) and then un-comment the line under
the headingt## sprout ###.

2. Inmakefile.arc —towards the end of the file, under the heading:

# === NetCDF paths ===

uncomment the line under:

### FOR COMBINED C+FORTRAN NETCDF LIBRARIES #######

and comment the 2 lines under:

### FOR SEPERATE C AND FORTRAN NETCDF LIBRARIES ###

(so as to select, combined, rather than sperate, netCDF libraries).

e almond (UoB cluster).

As per forsprout (except theiser .mak line needed is headed# almond ###).
e macOS

Please refer to the separate macOS instructions in Sextién
e Windows.

Please refer to the separate Windows instructions in Se2fioh

1.2.4 Testing the model code
Finally, you need to test the code to ensure that all the files have been cloned/installed correctly.
First, change directory (see: Figutel, and refer to the linux HOW-TO) :
cgenie.muffin/genie-main
If you are not ‘linux-friendly’ (see: SectioB1.2for linux basics) — maybe at first do this in steps

— list the contents of the directory ) to check where you are (i.e. what directories are available
to chance to), then changedgenie .muffin (cd cgenie.muffin), then list againis) (and see

22Note: the model is *always* run froragenie.muffin/genie-main
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what further directories are there), then changgdwie-main (cd genie-main), and only then
... type?:
$ make testbiogem
This compiles a basic carbon cycle enabled configuratiomwfin and runs a short test, comparing
the results against those of a pre-run experiment (also downloaded alongside the model source
code). It serves to check that you have the software environment correctly configured. There may
be some 'Warnings’ reported (== somepony’s sloppy programming) but these are not detrimental
to the ultimate science results (we hope!).

If you see the error message:
make: ***x No rule to make target

when you try this, you are probably in the wrong directory (it shoulddnie.muffin/genie-main).

‘Success’ of this test is indicated by the message:
**+TEST 0K**

If you see this — you can then be certain that the model you have installed is producing identical
(within tolerance) results to everyone else in the World who has ever installéth. Note that
the model will pause for alo 0 o o n g time at the line:

./genie.job -t -k -f configs/eb_go_gs_ac_bg_test.xml -o /home/genie00/cgenie_output

-c /home/genie00/cgenie -g ../../cgenie -m "" > testbiogem.out;
This is quite ‘normal’ — the model is thinking! Also —ignore the compiler warnings ... (reflecting
my lack of adequate software engineering skills).

That completes the basic code installation.

If the test doesn't 'work®* — try issuing the command:
$ make cleanall
and then re-try the test.

Refer to the FAQ section at the end of this book for further clues as why the model installation
appears not to be working.

NOTE: Currently, the netCDXF C library is not installed on teevee cluster, meaning that
the test experiment will run, but the comparison against a set of standard results will not. Hence it
will appear to il

GitHub does not host files larger than 100 MB, and the 'lookup table’ for calculating opal dissolu-
tion in sediments (see e.Ridgwell et al.[2003]) is larger than this. It has hence been committed
to the git repo as an archived file.

If (andonly if) a (open) silica cycle is to be employed in yauuffin experiments, does this
file need to be unpacked. A script is provided for this — frggnie-main, type:

$ ./installmuffin.sh

and this will unpack the opal lookup tablegenie-sedgem/data/input as well as unpacking a
copy of the calcium carbonate lookup table

23Remembering that thiis to indicate the command line, and you do not actually type it in.

24Note that if you have disabled the compilation of the C program that compares netCDf files, the test will run but
never complete and you'll not get=xTEST 0K** reported, even if the test experiment ran correctly.

25For now, theCaCQ; lookup table also included in the git repo in its expended (unpacked) form.
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Brief notes on git and code

The basic git clone

The simplest workable installation ofuffin, as described above, is to uget clone. You end up

with a carbon copy of the muffin code repo (I am too lazy to type out 'repository’ again) which you
have also automatically now 'checked out’. Changes and developments will occur to the code on
the GitHub repo from time-to-time, and if may be that either you might benefit by using a more up-
to-date code base, or specific changes may have been made that you absolutely need. To determine
the status of your repo, typ®(from cgenie.muffin):

$ git status -uno

However, git has not actually compared your repo with the one on GitHub, because this is apparently
network expensive (as if you don’t spend the rest of your life killing the internet by streaming Rick
and Morty). So, use:

$ git fetch

which will 'download [new and modified] remote content but not update your local repo’s working
state’. If you now typegit status -uno, git can tell you if there is newer content (e.glolir
branch is behind ’origin/master’2’). To merge in the fetched content:

$ git merge
Both these commands are also combined in a single comfiand
$ git pull

If you are not developing code, and hence not editing files in the repo (but e.g. only adding new
model configuration files), your life should mostly be trouble-free with regards to updating your
code viapu11.2°

26Here, the -uno ensures that files (e.g. experiment configuration files) you have created, but not added and committed,
are not listed.

27origin is the origin of the repo — GitHub, anthster is the name of the branch, in this case, the default branch
name.

28If there are no changes (fetchandmergs, the you get the messagktready up-to-date.

29 One exception is, if any of the model installation/configuration files that you might have edited, i.e. one or all
of: genie-main/user.mak, genie-main/makefile.arc, and/orgenie-main/makefile, have also changed on
origin/master, thenpull (or merge, afterfetch) will fail (with the message: Please, commit your changes
or stash them before you can merge. Aborting’). The root issue is a conflict between remote file changes,
and local ones that you had not committed to your repo.

You probably want to keep your local configuration changes, otherwise you'll probably end up re-doing them all over
again. One solution is to sneakily 'hidestast) them out of sight, by: $ git stash You can now pull, updating your repo
with respect toorigin/master. Then — you want your changes back, so apply the stashed changes: $ git stash apply
If unlucky, there will be conflict as your stashed changed are merged back onto your local repo branch (master). If so,
you'll need to edit the file, deciding which line(s) is correct, and delete the version you do not want, along with the ASCII
tags/labels.



22 Chapter 1. Installation, configuration, basic usage
up €— directory levels —> down
. . cd
; - ———— ==
H [e} H
Rt et
6 cd — genie-atchem —
— genie-biogem —
i cd cgenie.muffin | géI'lie—embm _______
— genie-goldstein —dw
— genie- —_—ens ‘ )
goldsteinseaice :  [forcing __tracer forcing
i . . . . name #1] configuration files
— cgenie.muffin — genie-forcings . ‘
i i orcing
[experiment forcings] ~ i.... name #1]
[forcing
....... o
— configs
— genie-main —— ...
— [working directory] user.mak, user.sh, runmuffin.sh, framework
>
_§ — genie-matlab
O
9 ..
S — genie-rockgem —ee
(0] — genie-sedgem data input glit: input
s 7 |. N
9 L fort __ source code
= sre ortran makefile
-~ akefle
. 1ABS — workshop/teaching
[0) . ) experiment user-config files
E — genle—userconflgs—— MS
g [expt. user-configs] L TALK

™ cgenie output
[results directories]

— cgenie_archive = résults *. tar.gz archive fi

— cgenie log = subn’iitted job logs

! [experiment

[experiment
name #1]

[experiment
name #2]

]

example user-configs

es

— atchem
— biogem %)
g b=
— embm 8
[2]
....... [
e ot
— goldstein | §
....... =
.. p
=
— 3
rokgem 2
— seaice 2
— sedgem

nput parameter files, mod

el exe

Figure 1.1: Directory structure of thuffin model. Highlighted irredare directories and
sub-directories that you will need to access at some point. Vegieahlines designate directory
levels, with example commands shown for moving between them.
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Running the model

The overall sequence of configuring and runningffin (job submission to a cluster queue), is
shown in Figurel.2. Refer to this if in any doubt at any point.

At the command-line§) andin the genie-main directory (not your home directory), you will
be entering in a command (runmuffin. sh) together with a list of parameters that will be passed
to the model, and as if by magic the model will run (or sometimes not). The form of the command
you are going to be issuing is:

$ ./runmuffin.sh #1 #2 #3 #4 (#5)

(dont typeit yet!) It requires that you must list at least 4 parameters affafunmuffin.sh,
separated by S P A C E S and on a single continuous line (even if it ‘wraps’ around across 2 lines
of the screen). These parameters are:

#1 ... is the name of the required base (or ‘basic’) configuratibagé-confif) of the model.
#2 ... is the name of the subdirectory (if any) containing the user configuratisar¢config
file (i.e., the file containing the specification of a particular experiment).
#3 ... is the name of the experiment itself. There must exist a file in the directory specified
by parameter #2L{ABS) with exactly the same name as you enter here for parameter #3 (i.e.
parameter #3 points to a file in the directory given by parameter #2).
#4 ... is the run length of the experiment in years — this must be entered as an integer.
(#5) ... There is also one optional (5th) parameter (to be desclited.

As an example of running thauffin Earth system model:

#1 : The base config iscgenie.eb_go_gs_ac_bg.worbe2.BASE
#2 . The user config directory is: LABS
#3 : The user config file (the experiment name)LisB_0 . EXAMPLE.
#4 : Run the experiment for ten years: 10
#5 . (There is no restart file, and so no 5th parameter needs to be passed...)
The full command for your first example experiment, which you are going to issue from the
“/cgenie.muffin/genie-main directory, then looks like:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_O0.EXAMPLE 10

(you cantry it now!)

REMEMBER: This must be entered on a single CONTINUOUS LINE.
The (single) SP A C E S are vital.
ALSO - take care not to confuse an el ") with a one (‘1') ... (it is a ‘one’ here).
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What should happen is: First, you will end up twiddling your thumbs a while, as all the components
of muffin are compiled from the raw source codgQRTRAN). When it has finished doing this,

the model will initialize and carry out some brief self-checking. Only then will it start actually
‘running’ and doing something, starting with a header describing the columns of numbers that
follow:

model year — ... guess!

ice (%) — global sea-ice fraction (%)

<SST> — global sea surface temperature ('SSC)
<SS8S> — global sea surface salinity ‘SSS’ ¢

The choice of what information to display on screen as the model is running is rather arbitrary,
but the chosen metrics do tend to summarize some of the main properties of the climate system and
carbon cycle — for my own personal convenience rather than reflecting any fundamental scientific
truth ... you may also see columns of information for:

pCO,(uatm) -— mean atmospheric GOoncentration (in units gftatm)

613C O, — meand'3C value of atmospheric C(%o0) (NOTE: only if 13C tracer is selected)
<DIC> — global mean ocean dissolved inorganic carbon (DIC) concentratimol(kg-1)

<ALK> — global mean ocean alkalinity (ALK) concentrationeg kg-1) and in experiments

with a modern continental configuration, also:

AMO(Sv) — Atlantic meridional overturning circulation (Sv)

(assuming that you have a modern continental configuration to even have an Atlantic ocean!)

This information is reported at the same intervals as time-series data (see later and/or refer to
the User Manual) is saved and is indicated by:

>>> SAVING BIOGEM TIME-SERIES AVERAGE CENTERED Q@ year :

Interleaved between these lines are lines reporting the saving of time-slice data (the 2- and 3-D
model states — more of which later as well as in the User Manual). These appear as:

>>> SAVING BIOGEM TIME-SLICE AVERAGE CENTERED Q year:

You can stop the model at any point (all data up to that time will have been saved) by hitting:
<Ctrl-C> (CONTROL key + ‘C’ key).

Just from examining the screen output: how close to steady state does the system appear to
have come after just 10 years? i.e., do SST and/or sea-ice extents appear to be converging towards
stable (constant) values? This will be an important question to think about later on: ‘has the model
reached steady-state (and does it matter)?’
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In this particular example, the output should look something like the following:

3k 3k 3k 3k 3k 3k 5k >k 3k 3k 3k 5k >k 3k 3k 3k 3k 5k %k >k 3k 3k 5k >k 3k 3k 3k 3k 5k %k >k 3k 3k 5k %k %k >k 3k 3k %k %k >k 3k 3k 5k %k %k > 3k %k %k %k %k >k 3k

**x Initialisation complete: simulation starting ...
stk sk ok ok sk ok sk ok sk ok ok sk ok sk ok ok sk sk sk sk ok sk sk sk ok sk ok sk sk ok ok sk sk ok ok sk sk sk sk ok sk ok sk ok ok

model

B
>>>
>>>
B
>>>
>>>
B
>>>
$N$
>>>
$N$
>>>
>>>
$N$
>>>
B
>>>
$N$
>>>
$N$
>>>
B
>>>
>>>

B

SAVING
SAVING

SAVING
SAVING

SAVING

SAVING

SAVING
SAVING

SAVING

SAVING

SAVING

SAVING

SAVING
SAVING

year

0.00
BIOGEM
BIOGEM
1.00
BIOGEM
BIOGEM
2.00
BIOGEM
3.00
BIOGEM
4.00
BIOGEM
BIOGEM
5.00
BIOGEM
6.00
BIOGEM
7.00
BIOGEM
8.00
BIOGEM
9.00
BIOGEM
BIOGEM
10.00

* pC02(uatm)

d13C02 * AMO(Sv) i

278.000 -6.500 0.000
TIME-SLICE AVERAGE CENTERED @ year

ce(%)

0.000

TIME-SERIES AVERAGE CENTERED Q@ year :

279.960 -6.598 13.613
TIME-SLICE AVERAGE CENTERED @ year
TIME-SERIES AVERAGE CENTERED

279.525 -6.580 12.828
TIME-SERIES AVERAGE CENTERED

279.2568 -6.568 11
TIME-SERIES AVERAGE CENTERED

279.044  -6.558 10.444
TIME-SLICE AVERAGE CENTERED @ year
TIME-SERIES AVERAGE CENTERED

278.899 -6.551 9.
TIME-SERIES AVERAGE CENTERED

278.777  -6.545 8.
TIME-SERIES AVERAGE CENTERED

278.680 -6.541 7.
TIME-SERIES AVERAGE CENTERED

278.601 -6.537 7.
TIME-SERIES AVERAGE CENTERED

278.528 -6.534 7.952
TIME-SLICE AVERAGE CENTERED @ year

.695

380

500

922

917

0.744

Q@ year :

3.499

Q@ year :

5.028

Q@ year :

5.929

Q@ year :

6.191

Q@ year :

6.623

Q@ year :

6.629

Q@ year :

6.738

Q@ year :

6.740

TIME-SERIES AVERAGE CENTERED Q@ year :

278.466  -6.531 8.025

6.694

3k 3k 3K 3k 3k 3k 3k %k 3K 5k 3k 5k 5k K 3k 3k 3k 3k %k 3k 5k 3k 5k 5k K 3K 3k 3k 3k %k 3K 5k 3k 5k 5k 5k >k 3k 3k 3k %k 5k 5k 3k 5k %k X >k 3k 3k %k K kK k

**% Simulation complete: shutdown starting ...
stk ok sk ok sk ok stk ok sk sk skl sk ok stk ksl sk ok sk sk ksl sk ksl sk ok sk ki sk ok sk sk ok sk ok

<SST>

<88S>

-0.000 34.900

10.

10.

11.

.471

0.500
0.500

.509 34.

1.500
1.500

2.500

.996 34.

3.500

.209 34.

4.500
4.500

.156 34.

5.500

.975 34.

6.500

.637 34.

7.500

225 34.

8.500

732 34.

9.500
9.500

176 34.

34.

901

901

901

901

902

902

903

903

904

904

*  <DIC>(uM)

2244.

2241.

2240.

2239.

2238.

2237.

2237.

2236.

2236.

2235.

2235.

000

498

173

169

354

664

069

548

087

682

325

<ALK> (uM)

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

000

111

135

161

191

220

246

267

285

301

314
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START

available base-configs are listed in:
~/cgenie.muffin/genie-main/configs

SELECT: <«--p => select one e.g. based on one used

BASE-CONFIG in a similar pre-existing experiment
l (see: Examples document)
simplest to:

CONSTRUCT: —p C0PY and rename existing user-config from:
USER-CONFIG ~/cgenie.muffin/genie-userconfigs
. (or subdirectory thereof)

CHECK:

(i) biological scheme, sediments/weathering

are consistent with base-config,

(i) time-slice and time-series saving

and save options will give you the output you need

* CHECK: Design new,
SAVE: ¢ (iii) desired tracer g __o or re-use pre-existing
USER-CONFIG forcing(s) are <+--> tracer configuration set from:
specified (if any) ~/cgenie.muffin/genie-forcings

__________ > CHECK:
Is restart available (if required)?

run experiment interactively
P to re-compile (new base-config)
or check it is going to work at all

NON STANDARD
EXPERIMENT OR YES
DIFFERENT BASE-CONFIG

NO

SUBMIT TO QUEUE <

Figure 1.2: Schematic of the sequence-of-events in configuring and running an experiment.
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Creating new experiments!

The key to creating new experiments isreanember that the name of theuser-configfile, that
contains the parameter settings that define that specific experiment, becomes the name of the
experiment and hence name of the model results sub-directory isgenie_output. Changing
the name of thaiser-configfile, hence leads to a new experiment name and a new model results
sub-directory. (Conversely, not changing the name ofuer-configfile and re-running it results
in the results of any previous experiment run using tisgr-confidgile, being over-written.)

There are two obvious ways to create a nsgr-confidile and hence new experiment (although
the simplest and recommended way, is the 2nd one):

1. Create a blank text fil&° and populate the contents with the parameter value assignments
you need for your new experiment.
Inevitably, it is difficult to remember all the names and even values you want to specify,
meaning that you'll end up looking at existinger-confidiles and copying and pasting lines
(or even the entire contents) from the old file(s) into your nmar-configfile. So then you
may was well ...

2. Copy and edit an existing file!
This is the most practical approach — pick an existisgr-configfile that is closest to the
specific experiment that you want to run — copy and rename it, then edit the contents and
save. For the purpose of trying this out, you can literally pick on any existing file inAtge
subdirectory (ofenie-userconfigs).
You can do this by:

e Using your sftp client (program):

First — drag the existingser-confidile to your local computer. On your local computer,
rename the file as per how you would 'normally’ rename any file.

Now you can edit the parameter values, re-save it, drag it back to the cluster (from your
local computer) using the sftp client ... and finally run the experiment.

e Or, if you are comfortable working at the linux command line; working from the same
directory (e.gLABS) that the file you want to copy lives in, you can copy a file (to a new
filename) by:
$ cp oldfile newfile
(after which you can edit the newser-configfile newfile, re-save, and then run the
experiment.)

Remember that the newser-confidile needs to be saved in (or copied to) famie-userconfigs/LABS
sub-directory (in the case of experiments carried out as part of the tutorials described in this man-
ual), or anywhere else ... as long as you specify the correct path to the directory where you save the
new file to*.

30$ touch file.txt will achieve this at the linux command line.
31See previous Section and the use of the 2nd parameter passethtf£in . sh
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Model output

The first thing to note about output (i.e., saved results files) frarffin is that every science module

saves its own results in its own sub-directory (and sometimes in very different and difficult-to-
fathom ways ...) —see Figure 1.1. All the sub-directories of results, plus copies of input parameters
and the model executable, are gathered together in a directory that is assigned the same name as the
experiment (==user-confidile name). The experiment results directories all live in:

~/cgenie_output
and will be assigned a directory name something like:
LAB_0.EXAMPLE

(this being the results directory name for an experiment callg] 0. EXAMPLE). Within this di-
rectory are each module’s results sub-directories. We will primarily consider only results saved by
the ocean biogeochemical moduBRHOGEM’ (subdirectory:biogem). The results files in this
example will thus be found in:

~/cgenie_output/LAB_0.EXAMPLE/biogem

BIOGEM has a flexible and powerful facility of saving results by means of spatially explicit ‘time-
slices’, and as a semi-continuous ‘time-series’ of a single global (or otherwise representative mean)
variable. In contrast, the atmospheric chemistry modAlECHEM ' does not save its own re-

sults BIOGEM can save information about atmospheric composition and air-sea gas exchange)
while the marine sediment modulEDGEM does save its own results, but only at the very end of

a model experimentBlOGEM can also save the spatial distribution of sediment composition as
time-slices as well as mean composition as a time-series). Furthermore, to attain a common format
for both ocean physical properties and biogeochemiBI®GEM can save a range of ocean re-
sults in addition to temperature and salinity, such as: velocities, sea-ice extent, mixed layer depth,
convective frequency, etc.

NOTE: If in an sftp client window you find that you cannot 'see’ thgenie_output directory ...

or cannot find any of the results sub-directories you ageeting, you will needto refreshthe

directory listing (e.g. foWinSCP, there is a double green-arrd&fresh icon button near the top

right of the window that you can click on). sftp client programs generally do not automatically
refresh directory listing on the remote computer.

Time-slice output

One of the most informative data sets that can be saved is that of the spatial distribution of properties
(such as tracers or physical ocean attributes). However, saving full spatial distributions (e.g., a
36x36x8 array) for any or all of the tracers each and every time-step is clearly not practical; not
only in terms of data storage but also because of the detrimental effect that repeated file access has
on model run-time. InsteadslOGEM will save the full spatial distribution of tracer properties

only at one or more predefined time points (in units of years). These are t¢immedlices At

the specified time points, a set of spatially-explicit data fields are saved for all the key tracer, flux,
and physical characteristics of the system. However, rather than taking an instantaneous snapshot,
the time-slice is constructed as an average over a specified integration interval (the default is set to
1.0 years, i.e. an annual averagB)OGEM assumes that the specified time point represents the
mid-point of the (annual) average with the results that output years end up being reported as e.g.,
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kS
.5
.5
.5
.5

> NN = O

(the mid-points of averages made over the intervals: 0-1, 1-2, 2-3, 4-5 years, etc.).

Time-series output

The second data format for model output is much more closely spaced in time. Model characteris-
tics must then be reducible to a single meaningful variable for this to be practical (i.e., saving the
time-varying nature of 3-D ocean tracer distributions is not). Suitable reduced indicators would be
the total inventories in the ocean and/or atmosphere of various tracers (or equivalently, the mean
global concentrations / partial pressures, respectively). Like the time-slices, the data values saved
in the time-series files represent averages over a specified integration interval (the default is set to
1.0 years (annual average) but the results are reported with respect to the mid-point of the average
which is where the ‘.5’ bits come in again).

File naming convention
Thebiogem results directory will contain files with names of the form:

e _restart.nc (is the re-start file created form the run you have just complete, and can be
ignored).

e biogem_series_*.res — these are the time-series files (in ASCII / plain text format).

e biogem_year_*_diag_GLOBAL.res — these contain (global diagnostics) summary informa-
tion and are saved at the same frequency as the time-slices (also as ASCII / plain text).

e fields_biogem_2d.nc — 2-D fields of ocean and atmosphere propertiea&€DF.

e fields_biogem_3d.nc — 3-D fields of ocean properties, NetCDF.
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Viewing model output

Time-series output

A descriptive summary of all the time-serigsi ¢gem_series_x.res) data files is given in the
muffin User Manual if you are really that bored. The files of most immediate use/relevance are:

e biogem_series_atm_humidity.res - mean atmospheric (surface) humidity

e biogem_series_atm_temp.res - mean atmospheric (surface) air temperature

e biogem_series_misc_opsi.res - min/max overturning stream-function values (e.g.
AMOC)

e biogem_series_misc_seaice.res - mean ocean sea-ice cover and thickness

e biogem_series_ocn_sal.res - mean ocean surface and whole ocean salinity

e biogem_series_ocn_temp.res - mean ocean surface and whole oceamperature

One way of viewing the contents of files (in a shell window/terminal) is to change directory to the
experiment results directory and opening the file in a file editor at the command line. But that is not
so much fun.

Instead — change to the experiment results directory and then ot sub-directory in the
Secure File Transfer Client, and try double-clicking (if you have set uWheSCP preferences
correctly) or right-mouse-button-clicking (the then Edit with) on one of the .res files (listed above).
Forbiogem_series_ocn_temp.res, you should see 5 columns:

% time (yr) / temperature (C) / _surT (ice-free) (C) / _benT (C) / _surT (C)

for: model time (years) (actually, the mid-point in time of an annual average), annual mean ocean
temperature (averaging over the entire ocean volume), annual mean ocean surface temperature
(excluding ice-cover areas), annual mean benthic (sea-floor) temperature, annual mean ocean sur-
face temperature (now including ice-cover areas). Other results files may differ in the numbers of
columns but all should be identifiable from the header (first line) information.

RememberWinSCP does not automatically refresh the directory listing. If you cannot see the
results sub-directory with the experiment name you have just run, 99 times out of 100, it is because
the display of th&VinSCP needs to be refreshed — there is an icon at the top of the program window
or hit the F5’ key.

For your information and edification (onlyExcel, or MUTLAB if you prefer, can be used to graph
the time-series results. Either way you will have to deal with the header line(s) that are present at
the top of the file (and preceding the rows of data).

In Excel: Chooserile thenOpen. You will want to selecEiles of Type ‘All Files (*.*)". In the Text
Import Wizard window you can request th&ixcel skips the first few lines to start the import on the
2nd or 3rd line of the text file. Alternatively: set an appropriate column width manualixdel to
ensure that the columns of data are correctly imported.

MUTLAB will ignore lines starting with &, which the time-series starts with. However, it
may be that the header line wraps-around and there is in effect a 2nd header line but without a
In this case, extra care (or a quick edit of the header in the ASCII file) will be required to load the
data intoMUTLAB .
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2- and 3-D time-slice output

For the time-sliceNetCDF (*.nc) files you will be using a program calldeanoply. If you want

your own (FREE!) copy of this utility, you can get it here (and is available Wéindoz, Mac, and

linux operating systems): http://www.giss.nasa.gov/tools/panoply/.

When you open th&letCDF file, you will be presented with eDatasets and Variables’ window

(on the left hand side of the application window). This contains a list of all the parameters available
that you can display. You will find that thedsng Name’ description of the variable will be the most
helpful to identify the one you want. Simply double-click on a variable to display.

For the 3-D fields you will be asked first whether you wantangitude-Latitude’ or * Latitude-

Vertical’ plot (for the 2-D fields, the plot display will immediately open). For therigitude-
Latitude’ plots — there are multiple levels (depth layers) in the ocean - these data that can be plotted
from the surface to the abyssal ocean. For théitlde-Vertical’ plots — there are multiple possible
longitudes at which to plot slices. The default is the global mean meridional distribution. There is
also an option forl'ongitude-Vertical’ plots (which we will not use).

There may be multiple time-slices (i.e., you can plot data saved from different years). By
default, only the very firstime-slicewill be displayed.

You can choose interpolate the data or not (often you may find that it is clearer not to interpolate
the data but to leave it as ‘blocky’ colors corresponding to the resolution of the model), change the
scale and colors, overlay continental outline, change the projection, etc etc. Grey cells represent
‘dry’ grid points, i.e., continental or oceanic crust.

NOTE: The default settings iRanoply can mislead. Be aware of:

1. Panoplyinitially displays the very 1st time-slice (often year mid-point 0.5) time-slice rather
than the experiment end. This can confuse and look like an experiment has not done anything!

2. By interpolating the data (not always misleading). To remove interpolation, un-tick:
‘Interpolate’ in the ‘Arrays’ tab.

3. By displaying a global zonal mean by default when seledtinigude-Vertical plots. Then,
to further confuse you, by plotting the output up-side-down (to invert: in &ig" tab, hit
‘Swap B/T" (for swap bottom/top).

4. By listing all ‘Plottable variables’ (option at the bottom of the window), when what you
ideally want are the shorter and less confusing list@éreferenced variables’.

5. In Longitude-Latitude plots, by overlaying the modern continental outputnugfin land is
marked in grey.)

6. By fitting a scale to the plot when the display window is opened, but not changing the scale
when e.g., time or depth is changed. (The point of confusion is that you can quickly move
outside the scale and end up with all model points dark blue or red.) Re-fit the scale, or
manually set limited, in thestale’ tab. So be careful when opening a new plot that you are
looking at what you *think* you are looking at ... All the defaults can be changed via the
‘Edit’ drop-down menu andPreferences’.

Explore different data fields and play with different ways of displaying them. Aim for a set of
display properties that show the information you are interested in / want to present in the clearest
possible manner. Try different years (time-slice number), depth level (for a Latitude-Longitude
plot), or longitude (for a verticadection).
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To save plots iPanoply:

File

Save Image As ...

Then select the location, filename, and graphics format.
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Submitting experiment ‘jobs’

This bit is no particular fun at all, but it is a very handy ‘trick’ for running the model in the back-
ground, and maximizes drinking time in the bar vs. sat bored watching a computer 3creen

Running jobs interactively is all very well, but there are three important limitations:

1. The connection between your terminal and the server computer running the model must re-
main unbroken. Anything more than a fleeting loss of internet connectively may result in the
experiment terminating.

2. You can only run one experiment at atime ... unless you want to have thousands of separate
terminal open ...? I thought not ...

3. Any cluster or computer you are likely to be accessing using a shell will not have many
computing cores itself, either because it is a single machine with only one or two processors,
or if a cluster, by using a terminal you are running on the ‘head node’, which will have similar
computing core limitations to running on a single machine. The more experiments you run
simultaneously, the slower they will all run...

The alternative is to submit your experiment as a ‘job’ to a queuing system which then manages
what compute resources are used to run the model. Once you have submitted the experiment, that
is it — you can go straight to the pub :)

For example — to run the same experiment as befe® 0.EXAMPLE) for maybe 100 years (or
even longer if you wish — | am just pulling factors of 10 out of thin air here) but now submit the
experiment as a job to the cluster queue, type (again: SINGLE, CONTINUOUS LINE):

$ gsub -q queue.q -j y -o cgenie_log -V -S /bin/bash runmuffin.sh
cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_O.EXAMPLE 100
Here, the queue name for this particular clustefusue.q. The clusteryou areactuallyusing
will have a differentqueue name (e.g. refer to any cluster-specific information that you might have).
Note that now you should omit the/’ bit beforerunmuffin. sh. (If you are interested (I know
that you are not): the options followingsub and beforerunmuffin. sh do things like re-directing
screen output and error messaging to a file and specify which linux ‘shell’ to assume. It is even

possible to receive an email when the job is done :) ) The status of the cluster queue and how you
experiment job is getting on (e.g., “Is it finished yet?”) can be checked by typing:

$ gstat -f

(gstat -f -u "x*" will show all jobs on the cluster.)

After submitting an experiment, you receive a job number. This humber appears in the first
column in the queue status information when you issue a gstat —f command. You should see your
job appear on one of a number of compute nodes, perhaps numbered 0-0 through 0-5), although
it might briefly reside as aPENDING JOB'. For each node, there are multiple processing cores
(depending on the specific cluster and queue), meaning that multiple instanoesfiof can run
simultaneously on each node. For an 8-level ocean based configuratiouffai, being run for
100 years, the job should remain there in the queue for a few minutes before ‘disappearing’ (your
clue that it has finished, or diédl. .. ). If you periodically re-issue @stat -f command you can
follow your job’s progress.

32If your experiment appears on the queue but vanishes after a few seconds, it has most likely died :(
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A rough rule of thumb is that 8-level oceamuffin @ a horizontal grid resolution of 36x36 will
simulate about 1000 years per CPU hour. The 16-level version (which you will use later), runs at
about 300-400 years per CPU hour.

NOTE: It may be that th&<ORTRAN compiler is not accessible by the computer nodes. The im-
plication of this is thathemuffin executable must be already compiled BEFORE a job is submitted
to the queueln other words; if you have just changed the model resolution or continental config-
uration, or number of tracers (i.e. changed blase-confiyor issued anake cleanall command

you MUST briefly run your desired experiment (or equivalent) interactively (i.e., in the shell win-
dow) to ensure that everything is correctly compiled. For instance, either run the experiment for a
couple of years or start the experiment for the desired full duration, but kilOt{C) once the
experiment is running successfully.
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‘Restarts’

Not much fun here either ... but again... an important and time-saving (== increased drinking
time!) modelling technique to learn to use.

By default, model experiments start from ‘cold’, i.e., the ocean is at rest and uniform in temper-
ature and salinity while the atmosphere is uniform in temperature and humidity. All biogeochemical
tracers in the ocean have uniform concentrations and/or are zero and there are no biogenic materi-
als in deep-sea sediments. From this state it will take several thousand years (kyr) for the climate
system to reach steady-state, and closer to 5 kyr (or more) for ocean biogeochemical cycles and at-
mospher& O, to reach steady-state, and exceeding 100 kyr for sediment composition to re-balance
weathering ... Reaching this the equilibrium state is calledghm-up phase of the model. There
is evidently little point in repeating thepin-upfor each and every model experiment that are simi-
lar except in a single detail (e.g., testing a variety of diffe@@ emissions scenarios all starting
from current year 2012 conditions). A facility is thus provided for requesting theg-atart is
used — starting a new experiment from the end of a previous one, ususdin-aipthat has been
run explicitly for the purpose of generating a starting poiatgtar of the system at steady-state
(equilibrium) for subsequent experiments to continue on from. It is important to note that there
is nothing special aboutre-start— it is simply an experiment that you have already run. Equally,
there is nothing special about theestarts you will download next — these you could have generated
yourself — it simply saves time to have them yicked.

To experiment with using ee-start you will first need to download a file that has been created (a
pre-run 10,000 year spin-up). To fetch this: Change toddrenie_output directory (perhaps by
going ‘home’ first €d <Enter>), and then changing togenie_output — refer to linux commands
HOW-TO and Figure 1.1), and type:

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/LAB_0.SPIN.tar.gz

This downloads an archived/compressed copy of the restart from a location on the interweb.
Extract the contents of this archive by typing:

$ tar xfzv LAB_0.SPIN.tar.gz

Finally, change directory back togenie. muffin and thengenie-main so that you are ready to
run the model (the model is *always* run from thgenie. muffin/genie-main directory).

A re-startcan be requested for running on a new experiment from the end of a previous one, by
providing a 5th (optional) parameter when entering intthemuffin.sh command. A spin-up of
the modern World climate state is provided for you asstart— LAB_0.SPIN — which you have just
unpacked to thegenie_output results output directory.

To test out the use thigstart— create a newuser-confiy experiment configuration file in the
directory:

~/cgenie.muffin/genie-userconfigs/LABS

taking the fileLAB_0.EXAMPLE (which is provided) as a template (no parameter changes need to be
made yet). As described earlier — copy this file and give it a new name — here, naABR GtNEW
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You can then specify the use of trestartin your newLAB_0.NEW experiment:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_O.NEW 100 LAB_0.SPIN

The run-time output should now look noticeably different. There should be no (or perhaps just
very little) drift in any of the various variable values outputted to the screen — this is because you
have (re-)started from the end of a run that had already ready an equilibrium, steady-state.



configuration (1)
ental configuration (2)
thermal heat input

2. Climate dynamics & experimentc

Stuff to keep in mind:
e Models ARE NOT the ‘real World’ (it is going to be pretty obvious this is the case here).
e Don't believe what you read in Nature or Science.
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Readme

You will need to download a nevestartfile prior to embarking on the snowball Earth experiments.
To fetch this: change directory to theenie_output directory, and type (or copy and paste carefully
from this PDF ...):

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/LAB_1.SPIN.tar.gz

This downloads an archived/compressed copy of the experiba@nt.SPIN — effectively, just
an experiment (spin-up) that has already been run for 5,000 years for you. Extract the contents of
this archive by typing (also from thegenie_output directory):

$ tar xfzv LAB_1.SPIN.tar.gz

A new experiment results directly will then appear as if you had just run the entire 5,000 year
experiment yourself (and you could in fact have done so). Remember to refreStinse€P
directory view window if you are using this particular software, or it might appear that nothing has
been extracted.

You'll then need to change directory backgenie-main to run the model.

If ... when you subsequently try and use ttéstartin an experimentmuffin stops and com-
plains that it cannot find it, check:
1. Thatyou in fact downloaded it to the correct directory, which shouldbenie_output, and
not randomly to e.g. your home directory ...
2. That you unpacked it.
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Brrrrrrererrr = it’s chilly on ... snowball Earth!

To illustrate how ‘easy’ it can be to configure an Earth system / climate model sunbféis and
explore the behavior of the Earth system and its response to perturbation — you are going to induce
an extreme cooling of the climate system and see what happens.

Solar output was weaker during the late Neoproterozoic, a time when the Earth experienced
a series (2 ish) of extreme glaciations. Thus, having a mild climate state to start with must have
been dependent on sufficigd©, and/orCHj, in the atmosphere which presumably must have been
highly elevated compared to the modern World ... sort of opposite to the problem we have today ..

You are going to be running experiments in a similar manner to before, and usimg-$hert
experiment that you downloaded. You could then, for example, take the experiment configuration
file LAB_1.EXAMPLE (which is provided for you), and run the experiment, which has a base-
config cgenie.eb_go_gs_ac_bg.woreq1.NONE, by typing:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.woreql.NONE LABS LAB_1.EXAMPLE 100 LAB_1.SPIN

However ... why not get into the habit of creating new and uniquely named experiments and their
associatediser-configfiles (no harder than copying it and renaming it — see earlier). If you keep
using the same experiment name, the results will be over-written each time you re-run that exper-
iment, whilst having 2 (or more) experiments running simultaneously with exactly the same name
causes havoc as they try and over-write each others results files in a somewhat entertaining but

ultimately useless way.
So — copy and rename the fileB_1.EXAMPLE to ... LAB_1.EXP1 or whatever (in the subdirectory
LABS), and then run your newly created experiment:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.woreql.NONE LABS LAB_1.EXP1 100 LAB_1.SPIN

Remember that because you have charge-configince the exercises in the previous chap-
ter, running the model first interactively (at the command line) is essential in order for the model
code to be re-compiled consistent with the new configuration. i.e. you cannot directly start submit-
ting experiments using tHease-configgenie.eb_go_gs_ac_bg.woreq1.NONE, straight-away after
having previous run the model using tbgenie.eb_go_gs_ac_bg.worbe2.BASE base-configOnce
you have re-compiled the model with the nbase-configand starting running (any experiment),
you need not re-compile again and can submit as many jobs to the cluster queue as you like, up
until you changéase-configonce agin.

Overall: your task in this exercise will be to determine the radiative forcing (or ratGéx, pquiv-
alent) threshold required to drive the climate system into a full ice-covered ocean (snowball Earth)
state. (Make sure you have read tigde et al.[2000] paper.)

Useful 2-D (netCDF —Panoply) variables to view include: surface air temperature and sea-
ice extent (and/or thickness). Ocean surface temperature and salinity can be viewed in the 3-D
netCDF results file but are likely to be of less interest.

Time-series (ASCllres files) are useful for providing simple mean indicators of global climate
such as global ocean fractional sea-ice covered.

Note that the model configuration of an idealized super-continent you are using and as defined
by thecgenie.eb_go_gs_ac_bg.woreq1.NONE base-confidile, positioned symmetrically about the
Equator, is pretty unrealistic. But the further you go back in time, the more uncertain it becomes as
to exactly where and in what orientation the continents were. Sometimes modelers have to resort
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to somewhat idealized experiments if the uncertainties are too great. In addition, one can conduct
sensitivity experiments to test whether the continental configuration is important to the results. For
instanceHoffman and Schraf002] discuss the potential importance of continental configuration,
while the entire hypothesis @onnadieu et al.[2004] rests on specific details of the continental
configuration being realistic.

For this configuration, the solar constant is set weaker than modern to reflect the fact that the
Sun’s output has increased with time and during the Neoproterozoic the solar constant would have
been ca. 5% weaker. This is set in teer-confidile by the modeparameter

ma_genie_solar_constant= 1285.92

which is set at the top of the provideder-configfile LAB_1.EXAMPLE. (For reference, the modern
value is 1368V 2.)

To search for the atmosphef@®, concentration (or rather, radiative forcing equivalent) that would
lead to a ‘snowball Earth’ state in the Neoproterozoic and answer the question: ‘How low does
CO, have to be to trigger a ‘snowball’?’ you are going to edit the experiment file that controls the
specific details of the experiment — thser-configile. From thegenie-userconfigs/LABS directory,
open one of the snowball experiments in your preferred text editor.

At the top of the file you should see something like:

mm = CLIMATE = o oo oo oo oo e oo

H H B H

# scaling for atmospheric CO2 radiative forcing, relative to 278 ppm
ea_radfor_scl_co02=20.0

Each line that is not commented out (i.e., no #) contaiparmametemame and assigned value
pair, with the format:
PARAMETER=VALUE
The value of each parameter can be edited to change the experiment. (Additional parameter value
specifications can also be added, or existing ones deleted.) In this example, the line:
ea_radfor_scl_co02=20.0
specifies a radiative forcing of climate B0, equivalent to x20 modern (20x278 = 2560 ppm). If
you instead wrote:
ea_radfor_scl_co2=1.0

this would give you a modetn(x1, or 1x278 = 278 ppm) radiative forcing. Not€0O; is not
being explicitly modeled in this experiménbut the long-wave radiative forcing associated with a
specified concentration @O, (in ratio to modern) is being set instead.

1Technically: the pre-industri@O, value rather than ‘moderiper se.
2And hence the parameter:
# set no CO02 climate feedback
ea_36=n
which tell muffin to ignore the concentration of CO2 in the atmosphere, in case, as here, there isn’'t one defined ...
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Edit the value oka_radfor_scl_co2 (lower or higher — your choice) and save the {ikgth
a different filename!). Re-run the experiment until sea-ice extent starts to approach a new steady
state. You may want to try longer simulations than suggested (>100 years) if it becomes clear that
the model is still far from steady-state by the end of the experiment. You can judge how close to
equilibrium things have got by following (and/or plotting) the evolution of e.g., global surface air
temperature or sea-ice extent (both time-sdfiles).

In terms of methodology — or; 'how am | going to answer the question’ — you will need to run
mutilple different model experiments, each with a different value for the radiative forcing parameter,
and find out for what value of the parameter, the Earth becomes completely ice-covered. It is your
choice whether you change the radiative forcing parameter value, run the experiment, but wait for
it to finish before deciding the radiative forcing parameter value to try for the next experiment —
i.e. a sequential approach, or try running multiple different 'guesses’ simultaneously by submitting
multiple different experiments to the queue. Ideally, each experiment will have a different name.

In each experiment, you want to be assessing how far towards the Equator the sea-ice limit
encroaches by viewing some of thiene-seriesand time-slicefiles or even the on-screen sum-
mary feedback (assuming that you are running interactively rather than via a job submission to the
cluster queue). Informativeéme-seriesvariables include (but are not necessarily be limited to):
atmospheric temperature and sea-ice cover. (Sea-ice thickness, on account of the simple physics in
the model, low resolution and long time-step, can fluctuate a little. This is also true for sea-ice area.
Sea-ice volume is then the most reliable data (column) to keep track of fimtaeserieutput.)

For thetime-slicedata: atmospheric and ocean surface temperature and particularly sea-ice
extent (fractional cover), (2-D biogeMetCDF file) may be informative.

HINT: Be careful with the Fit to data’ scaling feature inPanoply — at near complete sea-ice
cover, you may find Panoply scaling min and max sea-ice between 99.1 and 99.9% or something.
Specific fixed scale limits (e.g. 0 and 100) can be set instead.

In answering the question (‘How low do€$©, have to be to trigger a ‘snowball'?’), think about
what an appropriate degree of precision (rather than accuracy) might be for your experiments. Just
because computer models generally calculate to around 16 significant places of precision, does not
mean you have 16 significant figures of realism. For instance — how many significant figures is the
solar constant quoted to and what do you think is the uncertainty in this? Harder to judge is how the
assumed (incorrect) continental configuration creates additional uncertainty, or the simple physics
assumed in the ocean or sea-ice, or lack of snow on land ...

Other questions to think about with regards to numerical modeling (as well as this particular
experiment) are:

¢ (Is the model configuration and experimental design ‘realistic’ ... ?)

e What is ‘missing’ in the model and what might the implications for your predictions and
conclusions be? For example, there is no land-surface scheme (and hence no concept of
‘snow’) in this particular configuration.

e Are the simulations being run for sufficiently long? Why not if not (i.e., justify your
choices of parameter values and experimental assumptions)? How might the results and
conclusions be biased (if at all)?

e How would you test model predictions and your overall conclusions?
e How could the experimental design be improved?
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Obviously, associated with the question of 'precision’ IdoWw long do | have to run the experiment
for?’

This also has a vague-to-no answer. It depends on the science question and what you might
judge to be appropriate precision in the context of the various uncertainties ... In other words — if
you can define a sufficient or minimum precision of some property of the system, you only need to
run the model as long as needed to achieve this. However, to determine the precision of the model
at any point in time, you need to know the final or equilibrium value. So ideally you would run the
model once, for much longer than you think you need to, and then determine how as a function of
time, precision increases and error between current state and final steady state decreases.

Here | am crudely equating the concept precision with how far the model is from steady-state.
You could think about is in terms of accuracy if you assumed that the steady-state of the model was
'perfect’ and deviations from that steady-state (i.e. incomplete spin-up) equates to'enoatél

Once you are happy with determining snowball threshold, try and answer the associated question:
How high does the (C£) radiative forcing have to be in ordeo escape from a snowball?

Having determined the appropriate radiative forcing value required to create a snowball state, you
can use that particular experiment agesstart and hence carry out a series of experiments with
increasing radiative forcing, all starting from the same within-snowball climate state you have just
created. Defining the radiative forcing / climate path going out of a snowball would complete the
hysteresis loop aflyde et al.[2000].

Note that a goode-startis one for which the experiment did not sit too long in the snowball
state before finishing (the more sea-ice thickness you create in the first experiment, the more you
are going to have to melt in the next and hence the longer this new series of experiments will take
toruin...). To achieve this, you can fine-tune the number of years the experiment is run, i.e. having
determined the appropriate radiative forcing value required to create a snowball state, find out when
(in terms of number of years) in the experiment the snowball state first occurred, and then run a new
experiment that finishes only a decade or so after the snowball state was initiated.

HINT: If you are having trouble deciding whether or not the snowball is heading in the right di-
rection (i.e. towards an exit!), e.g. because sea-ice is always reported at 100% (or close to), you can
keep track of whether there is net melting or net freezing by following mean sea-ice thickness (m)
as reported in theiogem_series_misc_seaice.res time-series output file. Your indication of a melt-
ing snowball state is a progressive decline in mean thickness (a proxy for globaluree). Note
thatyou canopenand reviav theresultsof time-seriediles at *any* time duringthe eperimentas
thelinesarewritten while the datafor eachtime pointis generated.

Overall: think critically about the model configuration, the experimental design, and the nature
of the scientific question (based on your background reading of snowball Earth). Some of the ex-
ploration/testing suggestions (above) may not necessarily give substantially different results. Such
a finding would be as valid and interesting as determining an important dependence of a certain
assumption, and would for instance indicate that the associated paleo uncertainties are not critical
to model assessment of the question.

Always be prepared to justify all your choices for experimental design and model settings, e.g.,
range of radiative forcing assessed, continental configuration(s), solar forcing, use of re-starts (if
any), run duration, etc. etc. etc. etc.

3You cannot select when thie-startis saved — it is always saved at the end of an experiment.
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Further ideas

Feedback loop analysis

To quantify the snowball Earth hysteresis loopniuffin as per Figure 2 irHyde et al. [2000]

you will need to extract from the model ‘meaningful’ measures of climate (e.g., global surface air
temperature, fractional sea-ice coverage) as a functidb@f multiples, CO, concentration, or
(better) radiative forcing. For the latter, mnuffin, the radiative forcing for a doubling &O; is set

at: 577Wn1 2. See:Myhre et al.[1998] (Geophys. Res. Lett. 25, 2715-2718) anti?@C [2007]

for more on what radiative forcing is and how it is related to a relative chan@®&irconcentration.
Also, for making a comparison witHyde et al.[2000] — for going into the snowball, note that they
plot the change in radiative with a ‘cooling’ as positive (a bit daft). Their baseline radiative forcing
state (an anomaly oMIn2) you might assume is equivalent to 278 ppm and hent80 ppm is

an approximately halving €O, and hence creates 5W n12 of cooling. (You might prefer to plot

the radiative forcing change as warming being positive, which makes rather more sense ...)

For coming out of a snowball, because 6, and hence radiative forcing threshold is so
high as compared to going in, you may want to be creative in the plotting (assuming attempting to
combine both thresholds into a single plot) and, for instance, one might break the scale between the
low radiative forcing interval spanning going in and the high one spanning coming out.

Another example is as per Figures 3 and &tone and Yaf2004] (Clim. Dyn. 22, 815-822)
(although here it is the solar constant rather than long-wave radiation forcing that is being varied).
So in fact, you could try varying the solar constant as an alternative to radiative forcing and hence
be able to come up with a plot directly comparablé&tone and Yaf2004].

Continental configuration (1)

It was mentioned earlier that the position of the continents is an area of modelling uncertainty and
might be important. You can test for this. Four alternabese-configare provided, each defining
a different continental configuration:

1. cgenie.eb_go_gs_ac_bg.wopoll.NONE

— a single polar super-continent, with an ocean resolution of 36x36 with 8 vertical levels.
(Note potential ‘I"and 1'1 confusion inwopol1’.)

2. cgenie.eb_go_gs_ac_bg.wopol2.NONE

— one continent at each pole, with an ocean resolution of 36x36 with 8 vertical levels.

3. cgenie.eb_go_gs_ac_bg.woreql.NONE

— a single Equatorially-centred super-continent, with an ocean resolution of 36x36 with 8
vertical levels. [this is the current configuration (that you used previously)]

4. cgenie.eb_go_gs_ac_bg.woreq2.NONE

— two continents straddling the Equator, with an ocean resolution of 36x36 with 8 vertical
levels.

You can use the givenser-configfile (LAB_1.EXAMPLE) again as an experiment template file,
and any of the alternative configurations can be run very similarly to as per before, i.e.:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.xxxxx.NONE LABS LAB_1.EXAMPLE 100

Note that you are using a differebase-confidile name:cgenie.eb_go_gs_ac_bbg.xxxxx.NONE
wherexxxxx is one of:wopol1, wopol2, woreq1, Or woreg2.

Also notethat nore-startsare provided for any of these configurations. You may (or may not)
want to create some (you will need to judge for yourselves how long to ruetbiartexperiments
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to achieve as close to steady-state as you think is ‘sufficient’). Recall againetBtdrtsare

just ‘normal’ experiments that have already been run. Be careful that when changing from one
base-configo another, the model re-compiles. Simply running the new configuration briefly (for
even just a single year) is sufficient to ensure this. Experiments can then be safely submitted to a
cluster queue, i.e. do not try and submit an experiment using a diffeasetconfigtraight to the

cluster queue without having run it (or a short version of the experiment you want) interactively
first (to ensure the model is re-compiled). This is also good practice — checking that a new sort of
experiment and/or model configuration works as you intend and without hiccups.

Continental configuration (2)

Although much useful can be learned from conceptual configurations and Worlds regarding climate
dynamics, it is invariably aesthetically more ’'pleasing’ to also test ideas in a more paleogeograph-
ically realistic configuration. Provided is a setltdse-configanduser-confidiles (plus associated
boundary conditions) for the position of the continents and climate 635 millions years ago (635
Ma). For this:

Thebase-configs namedmuffin.C.fm0635ck.NONE
Theuser-configs: muffin.C.fm0635ct.NONE.SPIN

NOTE that theuser-confidives in the directory~ \ cgenie.muffin\ user-configs\ PALEO
so that you either need to specify this differeeLEO) directory when runningnuffin, or copy the
user-confidgile into LABS.

A re-startexperiment is provided calleduffin.CB.fm0635ckb.NONE.SPIN and which can be down-
loaded as per before:
$ wget http://www.seao2.info/cgenie_output/muffin.CB.fm0635cb.NONE.SPIN. tar.gz
and unpacked by:
$ tar xfzv muffin.CB.fm0635cb.NONE.SPIN.tar.gz
(Remember: you should be in thegenie_output directory when you do this downloading and
unpacking.)

To run (e.g. for 100 years), following on from ite-start (and leaving thauser-configin its
PALEO directory):

$ ./runmuffin.sh muffin.C.fm0635cb.NONE PALEO muffin.C.fm0635chb.NONE.SPIN
100 muffin.CB.fm0635cb.NONE.SPIN

(all onone line}

Geothermal heat input

Finally, muffin will fairly happily build up sea-ice, apparently without limit (with the remaining

wet ocean becoming progressively colder and more saline). In the real world, one might expect
some sort of limit to the maximum thickness achieved as the heat diffusion across a progressively
greater thickness of sea-ice approaches the heat input at the bottom of the ocean from geothermal
energy. Different modes of ocean circulation are also possible if one considers heating from the

4NOTE that thebase-configinduser-confidilenames stamnuffin.C. whereas thee-startfilename startsnuffin.CB.
... justto try and trip you up ...
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bottom as well as cooling (and brine rejection) from the top and which might affect the entry into
or exit from a snowball state.

In the experimental setup you have been given, a geothermal heat input is specified in the ocean
circulation module via the following :

bg_ctrl_force_GOLDSTEInTS=.TRUE.
bg_par_Fgeothermal=100.0E-3

The parametetbg_par_Fgeothermal sets the geothermal flux in units of Wth (Note that in
the Neoproterozoic, the geothermal heat flux could have been somewhat higher than modern. How
much higher? A question f@eoogle... ?)

An appropriate research question might be to determine in radiative fovsingeothermal
space (and requiring a 2D grid of parameter combinations to be created and submitted to the cluster),
the equilibrium sea-ice thickness and region in which a snowball solution is not possible. However,
more simply and suitable to a short exercise: How much of a difference, to the estimated snowball
entry and exit thresholds of radiative forcing, does the inclusion of a geothermal input make? E.g.,
what happens if you set it to zero? What about 10 times modern (or more, although *extreme*
seafloor heating can cause numerical instability and the model to crash)?

Seasonality

By default, the idealized model configurations are non-seasonally forced (by solar insolation). You
can switch to a seasonally-forced to model by adding the following lines tod@econfidile:

ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.

The scientific question here in trying this would be whether or not taking into account a seasonally-
varying climate substantially affects the entry (and/or exit) thresholds for a snowball climate state.
(At least, whether it is important in the context of the resolution and physics of the model you are
using.)

You can also save the data seasonally if you like — see Section 12.2. Sinffie User Manual
(this document!}.

SFor reference, your configuration has 24 time-steps per year set fBIG@EM module.
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Stuff to keep in mind:
¢ Nothing at all — keep your mind completely empty and let the wonderful truthmudfin
permeate your entire being.

Background reading (Atlantic circulation and stabilitynmuffin):

e Hargreaves et al. [2004] (Climate Dynamics 23, 2004, Pages 745 — 760)
—Simple assessment of the likelihood of AMOC collapse.
e Marsh et al. [2004] (Climate Dynamics, 23 2004, Pages 761 — 777)
—Characterization of thresholds of AMOC collapse.
e Singaraye et al. [2008] (GRL 35, d0i:10.1029/2008GL034074)
—Role of changing ocean circulation in atmospheric radiocarbon variability during the Younger
Dryas.

Background reading (Miscellaneous (model) Atlantic circulation and stability):

e IPCC [2007] (e.g., Section 10.3.4)
—Future predictions of AMOC strength.
e Schmittner [2005] (Nature 434, 628— 633)
—Impacts on marine ecosystems and carbon cycling.
e Obata [2007] (J. Clim. 20, 5962-5976)
—Climate-carbon cycle model response to freshwater discharge.
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READ.ME

You will need to download a neve-startfile prior to embarking on the experiments with modern

ocean circulation. To fetch this: change to thgenie_output directory, and type (or copy and
paste carefully from the PDF ...):

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/LAB_2.SPIN.tar.gz

This downloads an archived/compressed copy of the 10,00@peraupexperiment.AB_2.SPIN.
Extract the contents of this archive by typing:

$ tar xfzv LAB_2.SPIN.tar.gz

You'll then need to change directory backgenie-main to run the model.
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Visualizing ocean circulation

Visualizing the 3D flow (/transport) of the ocean, much less the rate at which this occurs, is no
trivial matter. Even with the aid of a model. (Or rather, the problem then becomes: how to visualize
ocean circulation in a model.) We'll consider two different ways of analysing model velocity fields
first — simply utilizing therestart that you have downloaded and unpacked, and then later take a
more pro-active approach in subsequent Sections with somexptiments.

The first approach we can take is to simply visualize the raw velocity fields, but plotted as ocean
currents.

1. In the 3DnetCDF file, the three components of ocean velocity are represented by the vari-
ables: ocean velocity — u (Eastwards), ocean velocity — v (Northwards), and ocean velocity —
w (upwards). 2. Open up velocity — u. Chose ‘lon-lat’.

2. Select/highlight velocity — v. and click on the ‘Combine Plot’ icon (as per before).

3. Rather than a difference map, which is what you get by default, i.e., ‘Array 1 — Array 2" —
from the drop-down menu (next to the ‘Interpolate’ button) select ‘Vector Magnitude’.

4. You should have a color contoured (or not if you prefer plotting without contouring on) map
of ocean current speed, with velocity vectors (direction and magnitude) overlain. You'll need
to re-scale the velocity vectors to properly see them — from the ‘Contours and Vectors’ tab
— change the ‘Scale Length’ to e.g., 0.1. (OmMac, look under the ‘Vectors’ tab for a
‘Reference Value’ to something like 0.1.) When fresh-water hosing — look out for impacts on
the N. Atlantic current system associated with the AMOC.

5. You can repeat this for deeper depth levels in the ocean — e.g., between about 1500 and 2000
m is a good place to go looking for the Western boundary current (and AMOC return) in the
model (such as it exists at this low resolution) but you’ll need to re-scale the velocity vectors
again (e.g., to 0.01 to less).

An example plot (using?anoply for visualizing surface ocean current fields) is given in Figtife

The second approach is to visualize the large-scale ocean transport in terms of the meridional over-
turning circulation ('stream-function’) (e.g. see background literature).
Two example plots (usinBanoply) are shown in Figur8.2for the Atlantic basin, and Figure
3.3for the Pacific. In the In the 2DetCDF file, relevant fields (netCDF variablésjre:
phys_opsia == global overturning stream-function
phys_opsip == overturning in the Atlantic

INote that these fields are only meaningful for the modern arrangement of the continents and a continuous separation
of the Atlantic from the Pacific from high northern latitudes down to the tip of South America. Different (e.g. paleo)
arrangements of the continents may not have recognisable (or definable) Atlantic and/or Pacific basins and it may only
be possible to define and visualize the global meridional overturning circulation — varidbie: opsi.
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ocean velocity - u

Sqrt[(ocean velocity - u)* + (ocean velocity - v, m/'s;
« ﬂ “ |
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Figure 3.1: Example plot of (normal/default modern) ocean current fields (3D netCDF file). Again
scaling has been set manually to create an easy-to-interpret axis scale. On the left is the surface
field, and on the right an intermediate depth (illustrating what approximates the Deep Western
Boundary current in the model in the Atlantic).

Atlantic streamfunction
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Figure 3.2: Example plot of (hormal/default modern) overturning stream-functiomé2ODF

file). (e.g., for Atlantic:netCDF parameter nameshys_opsia, long-name: Atlantic
stream-function). Note that auto-scaling has been turned off and the min and max plotting limits
set manually. By convention, stream-functions are plotted with their scale symmetrical around
zero, giving red and ‘warm’ colors for positive value and clockwise overturning, and blues and
‘cold’ colors for negative values and anti-clockwise overturning. (The plot has been tart-ed up by
overlaying solid contours plus contour labels.) It may be necessdgnioply to re-orient (invert)

the vertical grid.
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Figure 3.3: Pacific meridional overturning circulation (PMOC).

Tracing ocean circulation

The ocean biogeochemistry moduRiQGEM ) in muffin provides a framework for applying time-

and spatially-variable ‘forcings’ of the Earth systemfluxes or restored-to’ boundary conditions

that can be prescribed for any gas, dissolved substance (including temperature and salinity), or
particulate matter. Examples include freshwater input (== a negative salinity flux forcing) of the
North Atlantic to alter ocean circulation, fossil fuglO, emissions to the atmosphere (=€&,

gas flux forcing), or aeolian iron supply to the surface ocean (a 2-D dust flux forcing).

For example: view theiser-confidfile: LAB_2.colorinjection — you will see the following lines
(under the heading#' -- FORCINGS --')

bg_par_forcing_name="pyyyyz_Fred"
bg_par_force_point_i=22
bg_par_force_point_j=33
bg_par_force_point_k=8
bg_par_ocn_force_scale_val_48=0.0

The first line pointanuffin to a directory located ikgenie.muffin/genie-forcings that contains
a set of files that define what geochemical property is going to be altered plus information about
how the magnitude of the forcing changes with time.

There are then three linebg_par_force_point_i=20, ...) that specify the location in the
ocean of the geochemical forcing that is going to be applied. The point sources are specified in
(i,j,k) coordinates, which in this case is (22,33,08). For the ocean model resolution we are using,
the grid is 36x36x16, and in which: longitude (i) is counted from left-to-right (1 to 36); latitude (j) is
counted from bottom-to-top (1 to 36); level depth (k) is counted from downwards top-to-bottom (16
down to 1). Thus, (22,33,08) is a release of tracer in the North Atlantic, a little south of Greenland,
and intermediate depth (level = 8 out of 16). Refer to the Figures for how the horizontal (Figure
3.4) and vertical (Figuré.5) grid is specified.

Finally, there is a scaling parameteg(par_ocn_force_scale_val_48) which modifies the
magnitude of the flux to be applied (in unitsrmblyr—! per model grid point).

2Refer to the force the systelHOW-TO in the muffin manual for further details darcings
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Figure 3.4:The muffin grid for a modern 36 x 36 ‘worjh2’ configuration. Light blue numbers

are the ‘i’ co-ordinates. Green numbers are the ‘j’ co-ordinates. The depth of the ocean at any
location is indicated by its ‘k’ value — a number between 1 and 16, with 16 being the surface layer
of the ocean, and 1 the maximum possible depth anywhere. Numbers > 90 (91, 92, 93, 94) and
shaded grey are land (and specify the direction of run-off). Location (22,33,08) is highlighted in
yellow. The longitude of the western edge of this particular modern ocean grid is at 260W, and the
increments are 10 degrees.

You are going to run a brief experiment in which you will be injecting a conservative ‘dye’ tracer
into the ocean. ThBIOGEM module has two tracers defined for this purpose — ‘blue’ and ‘red’.
Open thauser-confidile: LAB_2.colorinjection and edit the parameter controlling the flux of red dye
to read:

bg_par_ocn_force_scale_val_48=1.0E12

which specifies a flux of D x 102 ( molyr—1) rather than zero as given as the default in the example
user-configfileS.

Thebase-configou will be using is different from previously:genie.eb_go_gs_ac_bg.worjh2.rb
— this specifies a 16 vertical levels ocean and also includes seasonality of solar indolation.

3j.e. don't leave the value as zero ... otherwise you'll have no flux forcing applied and will not see anything happen ...
“Note that because thmse-configs different from that used in the previous chapter, you need to force a re-compile
of the model code before any experiments can be submitted as cluster jobs. The easiest way to do this is to run an
experiment interactively at the command line.
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Figure 3.5:The muffin ocean vertical level definitions for a modern 16-level ocean grid.

Run the model for ... whatever, 20 years will do. Use theatart experiment that you have just
downloaded to start from:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.rb LABS LAB_2.colorinjection 20 LAB_2.SPIN

View the results — for instance how the red tracer distribution evolves with time — itintliee
slice files (full ocean/atmosphere) properties saved inrtbECDF format (.nc) files). You can
follow the progress of the dye (and hence diagnose the properties of ocean circulation in the model)
by plotting vertical and/or horizontal slices that go through (or near) the cell location in which you
inject the dye tracer in the 3BetCDF file. Note thatPanoply appears to ‘count’ the ocean layers
in the opposite direction to the way in which the ocean model is actually counting them — the correct
definition is with ‘1’ being very deepest level possible (and as displayed in the figure) and '16’ is
the surface.

You can also view the tracer distributions in terms of a water-column integrated tracer inventory
(netCDF variable nameicn_int_colr; long hame:colr water-column integrated fracer inventory)
in the 2DnetCDF output. (SeeSabine et al[2004] for the use of water column integrals in the
context of the distribution of anthropogeri®©, uptake and storage.) Changes in tracer inventory
with time can be tracked in the time-series file:

biogem_series_ocn_colr.res.

Spend a little while altering the flupg_par_ocn_force_scale_val_48) and/or location
(bg_par_force_point_i, bg_par_force_point_j, bg_par_force_point_k) Of tracer input. Over-
all — note how you can use numerical ‘tracers’ to help diagnose (and better understand) the circula-
tion of theocean.
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When you add the numerical dye, particularly early on in the experiment, you may see adfront’
negative tracer concentrations leading the (positive) tracer as it spreads. DON'T PANIC!

The modelis ... a model (of the numerical flavor) and not an exact analytical solution. So errors
in how it solves ocean transport are to be expected.

Moreover, by default the ocean circulation model employs an isopycnal/diapycnal mixing scheme.
This can lead to unwanted negative tracer values when sharp horizontal (or vertical) transitions in
concentration occur. (In this example, e.g. by injection dye at a point location into a surrounding
ocean of initially zero concentration.)

You can change to a simpler horizontal/vertical (.false.) mixing scheme by addingusehe
configfile:

# turn OFF (=.false.) isopycnal/diapycnal mixing
go_diso=.false.

If you try this, you should (hopefully) find much less (or no) negative tracer concentrations
occur. However, also note that by changing the physics of ocean mixing, you also slightly alter the
large-scale circulation of the ocean (and e.g. the AMOC might change slightly in stréngth).

Finally, an interesting (honest!) and illustrative exercise is to use the dye tracer to pick out the path
taken by Mediterranean Intermediate Water. Despite the low resolution afuffen ocean circu-

lation model component and the highly restricted representation of the Mediterranean, the model
does project a salty Mediterranean as a consequence of P-E across this basin (and its catchments)
being negative and this higher density water makes its way out in the subsurface into the Atlantic.

To do this — simply specify a dye injection somewhere in the Mediterranean (be careful with
the restricted depth of the Mediterranean — if you inject too deeply (into the crust!) then you will
not see anything (refer to the figure for the depth level (k) number of the maximum depth of the
water column in each location), and it is better to inject it relatively close to the opening of the
gateway (try some different locations and see which ones produce a reasonably instructive tracing
of Mediterranean outflow). Run for e.g., 20 or 50 years (from the provided spin-up). Then:

1. View the dye-tagged plume of Mediterranean Intermediate Water by plotting a lat-lon slice
(from the 3DnetCDFfile). This will give you the depth of the plume. How does this compare
with salinity observations (salinity observations and appropriate global data-sets can be found
on the web with a little patience)? You can also view the water-column integrated distribution
(2D netCDF).

2. Try viewing the plume via a lat-depth slice. Refer to the figure to determine the ‘i’ value up
the Atlantic that will just graze the edge of what passes for Spain at this low model resolution.
Which direction does it head after exiting the Mediterranean? Is this ‘realistic’?

5You might contrast the overturning stream-functions for experiments run both with and without horizontal/vertical
mixing.
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Tracing ocean ... ventillation

Yet another way to think about global ocean circulation is through considering the connection (rate
of mass exchange) between surface and deep ocean — 'ventillation’.

muffin has the capability to employ/simulate a ventilation age tfacea numerical tracer
carried in the ocean circulation model that tracks the time since a parcel of water last 'saw’ the
surface. The older the 'age’ of the parcel of water, the longer the time since it last saw the surface.

We can use the same red’ numerical tracer to keep track of age, but rather than apply a flux
forcing to the surface, we let the model automatically restore the tracer value at the surface to zero
and everywhere else (in the ocean interior) increase the age each time-step (by the duration of the
time-step) such that a parcel of water away from the surface ages by 1 year, each year

Provided is auser-confidile for including an age tracer in the modekB_2.age. You will also need
a newre-start experiment, calledmuffin.C.p_worjh2.r.SPIN and which can be downloaded
and unpacked as per before (both frogenie_output):

$ wget --no-check-certificate
http://www.seao2.info/cgenie_output/muffin.C.p_worjh2.r.SPIN.tar.gz

(all one line) and then:

$ tar xfzv muffin.C.p_worjh2.r.SPIN.tar.gz
To run (e.g. for 10 years), following on from its-startexperiment, would be:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.rb LABS LAB_2.age 10 muffin.C.p_worjh2.r.SPIN

In the 3D netCDF output file misc_col_Dage is the output variable that is the calculated
ventilation age.

Explore the distribution of water mass age and think about the physical ocean circulations rea-
sons for this. Are all the modelled distributions reasonable? Are there indicators of facets of the
simulated circulation that are not particularly realistic? Try plotting both lon-lat and lat-depth slices
through the ocean. How does the distribution of water mass age relate to the overturning stream-
function for Atlantic or Pacific basins (more on this in the next Section)?

6Under the screw with and/or diagnose the climate systef®W-DO — see Add a water mass age tracgand the
‘easy’/automatic method described towards the end of that section).
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Poking the climate beast

Instead of adding a dye tracer, you could add fresh water to the ocean surface to assess the sensi-
tivity of the Atlantic Meridional Overturning Circulation (AMOC) to collapse, in a classic ‘hosing’
experiment.

Theuser-confidile for this is called’LAB_2.hosing. The default (i,j) location of the flux input
is the same (as the dye tracer), but now the injection at the surface (level: k=16). Note that the
forcing of the salinity tracer is negative (freshwater = negative salinity compared to sea-water)!

To orientate you in freshwater forcing spadeg_par_ocn_force_scale_val_2=-2.0E17
should be sufficient to make ‘stuff happen’ and quickly. BUT, this is a pretty extreme flux (see
overleaf for a rough conversion between salinity forcing units (motyand fresh water flux (in
m® s~ or Sv). Much more than this and the model may crash or at the very least, you'll be left with
a large freshwater pond in the North Atlantic ... (see later for some exciting discussion on units!)

To run the model for e.g., 20 years using the same restart:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.rb LABS LAB_2.hosing 20 LAB_2.SPIN

20 years should be long enough to see a collapse start to occur, but you might want to run the model
for longer (and it can be submitted as a job, of course). Running for longer will also allow you to
have a smaller, less extreme (and maybe more realistic) freshwater input flux.

Make sure that you rua control experiment — an experiment of the same duration of your hos-
ing experiments, but with a zero freshwater flux. The impact of freshwater input, is the difference,
at the same model year, between the perturbation experiment and the control. (You only ever need
need to run one control, regardless of how many different freshwater flux perturbation experiments
you run.)

Note that as the model is running rather s | o w e r than in the snowball configuration, you
might want to think carefully of making use of cluster queuing possibilities (i.e., running multiple
experiments at once in thmckground).

The most obvious property of the Earth system to follow is the Atlantic overturning strength
(biogem_series_misc_opsi.res). The AMOC stream-function (ifields_biogem_2d.nc 2-D time-slice
netCDF results file, field:phys_opsia) is also illustrative. You can also try and identify the salinity
anomaly (see below) due to freshwater input in the 3D salinity tracer field.

There are also important (but not necessarily painfully exciting) impacts on surface air temper-
atures and maybe sea-ice extentfirelds_biogem_2d.nc) (but see below for a better way to
visualize these changes). Note the importance (sort of) of the AMOC in transporting heat to the
N Atlantic region (the film the Day After Tomorrow was not entirely inaccurate in this particular
respect). Be aware of the possibility of climate impacts far from the location of fresh water forcing.
Look out for any significant-looking impacts on sea-ice extent, etc.

You might also plot current velocity fields and visualize how these change in response to the
fresh watefforcing.
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To more easily assess some of these impacts (and for other sorts of analysis) it is possible to create
ananomaly (diference) map ifPanoply:

1. First open a dataset, e.gim_temp (surface air temperature) in the 2i2tCDF file. You
can either double-click the variable name, or, with the variable name highlighted, click the
‘Create Plot’ icon.

2. Now, with theatm_temp still selected (and the first plot window still open), click on the
‘Combine Plot’ icon. A dialogue box will appear and ask you to select a plot to combine the
new one with. Make sure the name of your first plot window is selected/highlighted. Click
‘Combine’. OR, simply drag a second dataset into the plot window of the first dataset.

3. You now have a plot window that by default it is showing you the difference between two
identical (in time) slices. The two different slices are labeled Array 1 (LH side) and Array 2
(RH side).

Keep one array (Array 1) fixed to the initial (year 1 (centered on 0.5)) and vary the year in the
second array (Array 2). Note that you can select in Panoply whether Array 1 — Array 2 is plotted,
or Array 2 — Array 1, or various proportional or relative differences.

Note that you can switch off the auto-scaling feature (Always fit to data) and center the scale so
that no change is white, with positive deviations = red and negative = blue by clicking on Center on
0 (an often used convention in climate figllbtting).

Finally, a brief note on units ... the freshwater forcing is implemented as negative salinity, just to
really screw with your mind. The generic intermabliffin model units for the forcing end up as
PSUkgtyr—t. Which sort of does not make much sense ...

Start, by thinking of a value obg_par_ocn_force_scale_val_2 of —34.9 as equivalent
to taking all the salt out of Hg of freshwater (since the mean global salinity is@SU). Or
equivalently, since the ocean volume is fixed, an applied forcing value3df9 is equivalent to
adding kg of freshwater to a (surface) box. So, a valuesgfpar_ocn_force_scale_val_2 of
—3.49x 10* (—3.49E04) would be a flux of in*yr—! (100kgnT3) of freshwater.

So, in the example earliebg_par_ocn_force_scale_val_2=-1.0E18), the freshwater flux
is 1.0 x 10'8/3.49 x 10* = 2.8653x 103mPyr—,

The literature invariably gives freshwater fluxes in unitsSe{10°m*s~1). So in the example,
the freshwater flux is: 9797x 10PmPs 1 (36525 x 24 x 3600= 31557608yr1). Or 0.9Sv. Read
the literature ... but generally, fluxes of ca.0BSvand larger (and to quite specific places) are
applied in models to induce an AMOC collapse.
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Further ideas

Hosing investigations

What is the largest freshwater flux that can be sustained without ‘collapsing’ the AMOC? Is there
a ‘threshold’ (‘tipping point’) of freshwater input, beyond which the AMOC rapidly decreases
in strength? For this — you would run (submit to the cluster) a series of experiments, each with
different (increasing) values for the fresh water flux. Remember to include an experiment with zero
freshwater flux to act as a 'control’.

Is the precise location of the freshwater input important (i.e., try tipping it in somewhere else)?
For this — you could piece-meal run an experiment, analyse the results, then choose a new location
to input the freshwater, or, come up with a systematic search pattern of freshwater input patterns.

Outside of the North Atlantic, are any other regions (of deep water formation) sensitive to
freshwater perturbation and what are the consequences (could it happen in the future)?

‘Anti-hosing’ investigations
There are questions concerning past changes in the AMOC as to whether it is ‘pushed’ or ‘pulled’.
i.e., if the AMOC shoals in depth and/or weakens, is it because its production has weakened, or as
Antarctic Bottom water (AABW) strengthened and ‘pushed’ it out of the way (to shallower depths)?
What you might try then is to inject salt in the Southern Ocean as opposed to fresh water
in the North Atlantic. All you need do is pick an appropriate grid point (this is worth think-
ing about carefully and maybe testing different locations) and rather than giving the parameter
bg_par_ocn_force_scale_val_2 a negative value, you give it a positive one. (Start by trying
similar magnitudes of value as before and see what happens.)
Is the AMOC (for the same magnitude of forcing) more sensitive to being ‘pushed’ or
‘pulled’? (Obviously the answer will depend on where the perturbations are being applied.)

Response to transient warming

A current concern regarding anthropogenic climate change is the ocean circulation (and marine eco-
logical and biogeochemical) response to a strong warming of the surface, as rapid surface warming
is assumed (and demonstrated in models) to result in surface stratification of the ocean, likely re-
stricting the nutrient supply to phytoplankton and reducing ventilation of the ocean interior with
dissolved oxygen.

You can explore the transient response of ocean circulation to warming by simply adjusting the
radiative forcing parameter as per used in the snowball Earth experim@antsidfor_scl_co?2.

By default in the modern continental configuration, this has a value of 1.0, corresponding to 278
ppm atmospheri€O,. A value of 2.0 would reflect warming equivalent to 556 p@@,. And 3.0

more like an end-of-the-century warming. Note that you are applying the warming instantaneously
by manipulating the climate system in this way and hence the changes will be more extreme than
those occurring over the time-scale of this century. Also note that a cooling could be applied instead.
A user-config— LAB_2.EXAMPLE — is provided as a template for these experiments.

Potentially interesting properties of the Earth system to look at include sea-ice extent and
AMOC strength (in the ASCII time-series files), and the overturning stream-function and sea-ice
extent in the 2-etCDF output. Itis also possible to fresh water force the model with an age tracer
and hence make projections of how patterns of ventillation age change with transient warming.

Overall, try and answer the questiddow much radiative forcing is required to collapse the
AMOC? What atmospheric CO, value does this approximately correspond to?
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The Chapter addresses the climate and ocean circulation states existing at different times during the
Phanerozoic and what the primary controls on these state are. (Past ocean biogeochemical cycles
will be addressed in a different chapter.) Included are:

e A series of geological time-slices spanning the entire Phanerozoic to provide a primarily
tectonic overview of the controls on ocean circulation and climate through time.

e A pair of calibrated late Holocene (or pre-industrial) and Last Glacial Maximum (21 ka)
configurations.

e An early Eocene configuration.

e A late Cretaceous configuration (somewhat interchangeable with the early Eocene one in
terms of the questions you might pose and hence model experiment that might be conducted).
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Background reading (Phanerozoic climates in general)

e C.R. Scotese, H. Song, B.J. Mills, D.G. van der Meer Phanerozoic paleotemperatures: the
earth’s changing climate during the last 540 million years. Earth Sci. Rev., 215 (2021).
https://www.sciencedirect.com/science/article/pii/S0024493722002948

e Valdes, P. J., Scotese, C. R., and Lunt, D. J.: Deep ocean temperatures througtlitrme,
Past 17, 1483-1506, 2021.
https://doi.org/10.5194/cp-17-1483-2021

e Pohl, A., Ridgwell, A., Stockey, R.G. et al. Continental configuration controls ocean oxy-
genation during the Phanerozolature608, 523-527 (2022).
https://doi.org/10.1038/s41586-022-05018-z

Background reading (Last Glacial Maximum / deglacial transition)

e Osman, M.B., Tierney, J.E., Zhu, J. et al. Globally resolved surface temperatures since the
Last Glacial MaximumNature599, 239-244 (2021).
https://doi.org/10.1038/s41586-021-03984-4

e Osman, M.B., Tierney, J.E., Zhu, J. et al. Globally resolved surface temperatures since the

Last Glacial MaximumNature599, 239-244 (2021).
https://doi.org/10.1038/s41586-021-03984-4

Background reading (Eocene)

e Dunkley Jones, T., D.L. Lunt, D.N. Schmidt, A. Ridgwell, A. Sluijs, P.J. Valdes, and M.
Maslin, Climate model and proxy data constraints on ocean warming across the Paleocene-
Eocene Thermal Maximum, Earth-Science Reviews 125 123-145 (2013).

e Lunt, D. J., Dunkley Jones, T., Heinemann, M., Huber, M., LeGrande, A., Winguth, A., Lopt-
son, C., Marotzke, J., Roberts, C. D., Tindall, J., Valdes, P., and Winguth, C.: A model-data
comparison for a multi-model ensemble of early Eocene atmosphere—ocean simulations:
EoMIP, Clim. Past, 8, 1717-1736, d0i:10.5194/cp-8-1717-2012, 2012.

e Tierney JE, Zhu J, Li M, Ridgwell A, Hakim GJ, Poulsen CJ, Whiteford RDM, Rae JWB,
Kump LR. Spatial patterns of climate change across the Paleocene-Eocene Thermal Maxi-
mum. Proc Natl Acad S¢i2022.
doi:10.1073/pnas.2205326119

Background reading (Cretaceous)

e Barron, E.: A warm equable Cretaceous: the nature of the problem, Earth-Science Reviews
19, 305-338, 1983.

e Huber, B. T., Norris, R. D., and MacLeod, K. G.: Deep-sea paleotemperature record of
extreme warmth during the Cretaceous, Geology 30, 123—-126, 2002.

e Donnadieu, Y., et al., Modelling the primary control of paleogeography on Cretaceous cli-
mate, Earth and Planetary Science Letters 248, 426437, 2006.
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e Hunter, S. J., et al., Modelling Maastrichtian climate: investigating the role of geography,
atmospheri€CO, and vegetation, Clim. Past Discuss. 4, 981-1019, 2008.

e Jenkyns, H. C., Forster, A., Schouten, S., and Sinninghe Damste, J. S.: High temperatures in
the Late Cretaceous Arctic Ocean, Nature 432, 888-892, 2004.
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READ.ME

You will need to download newvestartfiles for this Chapter (both 10,000 year spin-ups) depending
on what time intervals you are interested in and hence experiments you want to conduct.

There-startfiles for the Phanerozoic series are of the form:

[time yyy]: $ wget --no-check-certificate http://www.seao2.info/cgenie_output/muffin.C.yyyrdP1_.r.SPIN.tar.gz

whereyyy (in the string:yyyrdP1_.r) is a code for the time slice, in Ma. The options are:

— 0__==0Ma
— 20_==0Ma
— 100 ==100 Ma
— 120==120 Ma
— 520 ==520 Ma
— 540 == 540 Ma

For the more focussed time intervals and questions:

Holocene: $ wget --no-check-certificate
LGM: $ wget --no-check-certificate
Eocene: $ wget --no-check-certificate

Cretaceous: $ wget --no-check-certificate

http://wuw.seao2.
http://wuw.seao2.
http://wuw.seao2.

http://wuw.seao2.

info/cgenie_output/muffin.C.GIteiiaa.r.SPIN.tar.gz
info/cgenie_output/muffin.C.GIteiiva.r.SPIN.tar.gz
info/cgenie_output/LAB_5b.SPIN.tar.gz

info/cgenie_output/LAB_5.SPIN.tar.gz

Extract the results in the usual way and in the usual place ... and retgente-main.
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Ocean circulation through time

We start this Chapter from the very (almost) broadest perspective and consider how and why cli-
mate, and particularly global ocean circulation, has changed through the Phanerozoic.

The muffin configurations used here are all basedRaml et al. [2022], which looked at
the role of tectonics, and specifically the position of the continental plates, had on patterns on
ocean circulation and the consequences of this for marine biogeochemical cycles and specifically
oxygenation of the oceans. However, these have been simplified (the full configurations can be
found via the model code availability information in the paper itself) as climate-only configurations
(for speed), but including an age tracer.

The specific series of configurations frdtohl et al.[2022] are those of 'series #1' (see paper)
in which the solar constant and atmosph€r@, (here, converting to radiative forcing) are invariant
across the entire series of time-slices. (The purpose of this was to expose the role of tectonics-only
in modulating global climate and ocean circulation patterns and hence adopted the same short and
long-wave forcing boundary conditions.)

A single templateuser-configs provided in theEXAMPLES sub-directory ofgenie-userconfigs:
muffin.C.yyyrdP1_rSPIN and which can be used to create an experiment for any of the different
Phanerozoic time-slices. In contrast, there a base-config for each of the time-slices (becasue dif-
ferent model boundxary conditions need to be specified for each). These adopt therfotrm:
fin.C.yyyrdP1_r.config whereyyy is the geological time (in Ma) code:

— 0__==0Ma
— 20_==0Ma
— 100 ==100 Ma
— 120==120 Ma
— 520 ==520 Ma
— 540 == 540 Ma

Experiments can then be run as follows (taking the OMa time-slice as an example):
$ ./runmuffin.sh muffin.C.0__rdP1_.r EXAMPLES muffin.C.yyyrdPi_.r.SPIN 10000

although you might want to make use of the re-starts and only run for much shorter, e.g.

$ ./runmuffin.sh muffin.C.0__rdP1_.r EXAMPLES muffin.C.yyyrdP1_.r.SPIN 100
muffin.C.0__rdP1_.r.SPIN

... and of course creating youwa distinct name (and copied/re-nameskr-config for the experi-
ment (which you might also move to a different directory), e.qg.

$ ./runmuffin.sh muffin.C.0__rdP1_.r LABS experiment_OMa 100
muffin.C.0__rdP1_.r.SPIN

Make sure that the time code in thase-configandre-startmatch!

But also, make sure that your chosaser-confighame is not the same as thestart name ...
(In the examplepmuffin.C.yyyrdP1_r.SPIN is renamed t@xperiment_OMa, and then uses the restart:
muffin.C.0__rdP1_.r.SPIN.)

So ... what might you actually 'do’ with all these configurations (refer to €ghl et al. [2022]
andValdes et al[2021] for ideas of how series of model configurations and experiment time-slices
have been analysed and presented before)? The following sub-sections provide some ideas:
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Questioning configuration fidelity (resolution and re-gridding)

The muffin configurations are re-gridded from a relatively low resolution coupled GCM (for de-
tails, see:Pohl et al. [2022]) which itself takes the continental configuration from a much higher
resolution plate reconstruction. The first thing to note then is that re-gridding form relatively low, to
even lower, may result in key features of the modern world, e.g. ocean gateways, becoming poorly
resolved.

So to start, why not create a new experiment (asdr-configfile) run on the 0 Ma time-
slice for 100 years. Analyse patterns of SST, baroclinic circulation (and perhaps also plot some
velocity vectors) to assess something of the strength and position of the ACC, barotropic (global
overturning) circulation (Atlantic and Pacific basin MOCs are not provided as output), and the
ventilation age at depth (either the 2D netCDF benthic layer output or taking a deep slice from the
3D data field). You can contrast the outputs, either visually, or perhaps creating a difference map,
with the standard modern configuratign worjh2 analysed in the earlier, ocean circulation Chapter
—re-start muffin.C.p_worjh2.r.SPIN).

However, poorly reproduced features of the modern global ocean circulation and climate may
also arise because in the common climate forcing assumptions on the Phanerozoic series of exper-
iments, atmospheriCO, was assumed to be approximated modern. An obvious next experi-
ment to run is then to create an experiment (and nser-config with the radiative forcing scaling
set:

# scaling for atmospheric CO02 radiative forcing, calculated as the multiplier of 278 ppm C02
ea_radfor_scl_co2=1.0

The re-start is of a warm climate state, and although the ocean should relatively quickly cool
(compared to the longer time-scale of top-down warming), you will need to run your experiment
for rather longer. How long? Something to test and explore for yourself, perhaps by running an ex-
periment longer than you think you'll need, and analysing how quickly different components of the
climate system and ocean depth, approach an equilibrium state. (Having obtained this knowledge
once, you can judge a sufficient run-time and use this in any similar subsequent experiment.)

When this cooler climate state is attained, you can repeat the previous analysis. When you do
this, you may find 2 continuing deficiencies in the simulation of ocean circulation:

1. A non-existent AMOC.

Q. How can you tell if you do not have access to an AMOC netCDF output?

A. Analyse the distribution of ventilation age through the global deep sea — compare with the
standard modern configuration as well as using your understanding of modern ocean circula-
tion patterns and what this should mean for where the youngest vs. oldest deep water should
be found.

How to fix this?

If you were doing thing 'properly’, you could create a 'mask’ to define a region where fresh-
water water will be removed from the surface in one region (the North Atlantic) and added
elsewhere (e.g. the North Pacific). This is very do-able, but a little too involved at this stage.
How about a anti-hosing-la the experiments in the earlier ocean circulation Chapter? i.e.
applying a positive salinity flux at some promising location i the North Atlantic?
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To set this up, simply add the parameter requesting aditoing to your user-config

bg_ctrl_force_GOLDSTEInTS=.true.

bg_par_forcing_name="pyyyyz.Fsal"

bg_par_force_point_i=22

bg_par_force_point_j=33

bg_par_force_point_k=16

bg_par_ocn_force_scale_val_2=-2.0E17

but remembering that a negative scaling value is giving you negative salinity (i.e. fresh water),
and you want salt instead (i.e. positive). Also note that the model grid is différent.

2. Aweak ACC.

The ACC in the standard model is relatively weak (you can find its strength, in units of Sy,
from the 2D netCDF baroclinic output). (The 'real’ ACC is something like 32@&lthough
you might Google and check this value. Even read a paper!!!)
If you find that the ACC in your cool climat®, _rdP1_ experiment is much weaker ... what
to do about it?
In the model, the principal controls on the strength of the ACC are:
(&) The high southern latitude wind stress.

Wind stress fields can be adjusted, but the format and the fact that the wind stress
boundary conditions are provided on 2 different model grids, makes adjusting specific

the values in restricted regions or latitude bands, tiresome. So you could try adjusting

the model parameter that scales the values in the boundary condition files, to what is
actually applied in the model at the ocean surface. For equally tiresome reasons, this
scaling value is duplicated across 2 different parameters, and the value of both must be
changed together.

The parameters (and default values) are:

# scl_tau / SclTau

go_13=1.531013488769531300

# scl_tau (should be same as GOLDSTEIN’s value) / SclTau

ea_11=1.531013488769531300

These parameter value definition lines normally live in Hase-confidfile, but you

can simply copy them into yourser-configand increase the values. (by how much?
something try and find out!)

Don't forget to run a control experiment in which you also copy these parameter lines
into a (secondyiser-confidfile ... but dont changetheir values.

(b) The width and sill depth of key gateways.

The Drake Passage is likely to be the critical gateway restricting the ACC if you find it
far too weak. If you remember, the distribution of land vs. ocean and the depth of the
ocean (as well as the direction of run-off on land), is defined by a simple text file with the
extensionkl. For the 0 Ma configuration, can find this file igenie-paleo/0__rdP1_.

Make a backup copy before you change anything!

Unlike in creating newuser-configfiles, you need to edit the original file (and file-
name)? In editing the file, remember that lower integer values correspond to the ocean
being deeper at that location.

IThe distribution of land vs. ocean and the depth of the ocean is defined by a simple text file with the exkdnsion
For the 0 Ma configuration, can find this file igenie-paleo/0__rdP1_. Simply count columns to the right (ignoring
the first one) for the. value, and rows up (ignoring the first one) for thealue.

20therwise you have to change the corresponding filenames base config
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i. Firsttry a simple deepening —i.e. you are not changing where land vs. ocean is,
simply how deep the ocean is.
Don't forget a control experiment ...

ii. Then, withsome care, you could try widening the gateway. Land is a number in
the 93, and ocean is a number 16. However, there is a second file involved that
requires consistent editing, which has a hard-to-decipher format.

To widen the gateway, you are going to have to mmgfingen, use thek1 file as
an input, and then replace both the currehand.psiles files.

After all that ... did you manage to generate an 'improved’ modern global circulatiliat

Role of continental configuration (and sealevel) in modulating global climate

You could simply take the re-starts, or create new experimentsisadconfigsand run selection

(or all) of the different configurations with their parameter values unchanged. Try and generate a
similar (or better!) analysis tBohl et al. [2022], of how key climate variables change with time
through thePhanerozoic.

Role of evolving solar constant in modulating global climate

In the study ofPohl et al. [2022], the solar constant was deliberately kept at its modern value.
However, in reality it would have increased during the Phanerozoic and at 540 Ma would have been
about 1308V nT2 compared with 1368/ nT? today. The parameter controlling this is:

# Solar constant (W m-2)
ma_genie_solar_constant=1368.0

(with its default, modern value). You know what to change the value to for 540 Ma. What about
the geological time in between? You could make a linear change with time assumption. You could
also dig out the literature and calculate a more ’exact’ value -Fsedner[2012F. In fact you

might try both and see whether a linear assumption is a good approximation (or not) compared to
the nonlinear function ofeulner[2012].

Role of evolving CO2 with time

AtmosphericpCQ2 also changes with time. AgaiRphl et al.[2022] fixed with (at a value equiv-
alent tox8).

So in addition to having pre-industrial radiative forcing. set for for 0 Ma, you might create
some new experiments for some (or all!) of the older time-slices with more appro@iatéor
rather: radiative forcing) values. And where are you going to get earlier-in-geologicaCidpe
values from ... ? Some possibilities (and including tracing down the data-sets provided in associ-
ation with the publications, although you might simply estimate values from published curves and
individual points in publication figures):

3Feulner, G. (2012), The faint young Sun problem, Rev. Geophys., 50, RG&6IGH).1029/2011RG000375
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e Foster, G., Royer, D. & Lunt, D. Future climate forcing potentially without precedent in the
last 420 million yearsNat Commur8, 14845 (2017).
https://doi.org/10.1038/ncomms14845

e D.L. Royer. CO2-forced climate thresholds during the Phaneroz@ieochimica et Cos-
mochimica Acta70 (2006), pp. 5665-5675.

Also, see:https://www.paleo-co2.org/

You are then going to have to convert 6&, value, to a multiplier compared to 2@@min
order to deduce the scaling value needed inuger-config

How does this now affect the climate and ocean circulation state of a specific point in geological
time, or affect trends through tithanerozoic?

Evolving solar constant and CO2!

Obviously, both forcings on the energy balance of the climate system change with time through the
Phanerozoic, so you might want to repeat experiments and change he vaath.of

Circulation tipping points

As perPohl et al. [2022], some of the deeper time (Paleozoic) configurations give rise to stable
oscillations in ocean circulation. These states are not only a function of tectonic arrangement, but
climate. The question is simply then whether you can find climate states — different values of
solar constant and/or radiative forcing (as compared to the defaults) — that make the oscillations
'go away’. Equally, you can find different climate states that induce oscillations for any of the
continental configuration that by default do not exhibit oscillations?

Note that these experiment might take some time ... typically, a minimum of about 10,000
model years needs to be run in order to identify the presence/absence of an oscillatory state.
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The LGM and last deglaciation

Two example configurations ame-startsare given — one for the late Holocene (effectively, modern
(or preindustrial)), and one for the last Glacial Maximum (LGM) (nominally &&.1Both model
configurations are derived usimguffingen from fully coupled GCM experiments created with the
HadCM3 fully coupled GCM, and heneeuffin is forced by 2D stress and wind speed, plus a zonal
mean albedo profile, all originally simulated by a GCM.

The two configuratiorfsare:
1. muffin.C.GIteiiaa.r.SPIN

This experiment is additionally configured with radiative forcing corresponding to late Holocene
atmospheri€€ O, and and modern orbits.

A plausible circulation in the Atlantic (and good statistical fit to available berihi€ data)

is achieved with a modern-like flux correctionrimuffin

bg_par_ocn_force_scale_val_2=0.30
i.e. a flux of 030Sv
2. muffin.C.GIteiiva.r.SPIN

This experiment is additionally configured with radiative forcing corresponding to LGM at-
mosphericCO, and has a 21 ka orbital configuration. Mean ocean salinity is increased by
3% to reflect the decrease in ocean volume due to the removal of freshwater to the ice sheets.
A plausible circulation in the Atlantic (and good statistical fit to available LGM berdhi€

data) is achieved with a reduced flux correctiomiaffin:

bg_par_ocn_force_scale_val_2=0.05
i.e. a flux of 005Sv.

Both configurations include a number 'age’ tracer that records the mean time since a parcel of
water last 'saw’ the ocean surface — the ventilation age.

Note that thauser-configsare not in the sub-directomaBs, but instead iIrEXAMPLES. You can
either copy them taABS and run as normal, or run them froBXAMPLES by changing thauser-
configsub-directory you specify at the command line when running an experiment (better to copy).
Make sure that you change the name ofuker-configyou run so that they are not the same as the
re-startexperiment names ...

You can run the Holocene and LGM experiments on from their correspondistart (and
assuming that you have renamed tiser-config$o experiment_HOL andexperiment_LGM, respec-
tively)® by e.qg.:

$ ./runmuffin.sh muffin.C.GIteiiaa.r EXAMPLE experiment_HOL 100
muffin.C.GIteiiaa.r.SPIN

$ ./runmuffin.sh muffin.C.GIteiiva.r EXAMPLES experiment_LGM 100
muffin.C.GIteiiva.r.SPIN

4Note that they differ only minutely in their filename ...
5Make sure that you copy and re-name tiser-configfiles otherwise you'll over-write the re-starts that you just
downloaded!



4.2 The LGM and last deglaciation 69

Experiments are a little more challenging to really get anything out of because the model steady-
state take ca. 5000 or so years to come close to steady-state. Hence it is unlikely that you will see
the full impact of any parameter change unless you run an experiment overnight on the queue.
50-100 years would probably the minimum to start to see meaningful adjustments to e.g. ocean
circulation.

There are fewer obvious interesting experiments for the late Holocene configuration and re-start,
but you might still explore some perturbations of ocean circulation on the basis that most (almost
without exception all) model de-glacial/AMOC collapse experiments are run and published based
on a modern or slightly modified modern configuration. SO for instance, you might set the flux
adjustment that maintains the AMOC to zero:

bg_par_ocn_force_scale_val_2=0.0

and see what happens. This should look pretty much like the freshwater hosing experiments (i.e.
rather than apply fresh water to the North Atlantic region in a model that already has a constant
prescribed net salinity transport from North Pacific to North Atlantic, you are simply taking away
the underlying prescribed transport).

For the LGM configuration, you might also try completely collapsing the AMOC (reducing
the flux correction from @5Svto zero (or even slightly negative). You are thereby simulating an
AMOC collapse from a glacial state — aka 'HO’. Note that as an alternative to simply removing the
default flux adjustment, it is possible to create a time-dependent flux of freshwater (as traditionally
applied in models, e.g. a pulse or ramp up/down) by editing:

biogem_force_flux_ocn_sal_sig.dat
in theforcing.

You might also consider what a slightly strong LGM AMOC might look like in terms of the
pattern of benthic ventilation ages. A moderate and reasonable increase in the flux adjustment
would be to dial it up to ALOSv (Dialling all the way up to B0Svwould enable you to access what
a modern-like AMOC would look like in an otherwise glacial world.)
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The climate of the early Eocene

A previously spun-up state of early Eocene (ca. 56 Ma) climate_6b.SPIN) plus examplaiser-
config(LAB_5b.EXAMPLE) are provided, and run e.g.:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0055c.NONE LABS
LAB_5b.EXAMPLE 10 LAB_5b.SPIN

(Note that for speed, no carbon cycle is configured.)
A second configuration is provided that includes the ocean dye (color) tracer. Using the same
re-start the correspondingser-configLAB_5b.colorinjection) for this can be run:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0055c.rb LABS
LAB_5b.colorinjection 10 LAB_5b.SPIN

What to ‘do’ with this? Again — start by tracing and analyzing the patterns of ocean circulation in

the Eocene world, as per how you did for the modern world. Where does deep water form in the
Eocene? Is the surface ocean circulation as expected? Can you see any patterns emerging? At least
in model world — what seems to be dictating the locations of deep water formation? Does overturn-
ing and/or surface circulation appear to significantly vary as a function of continental configuration

or radiative forcing? If not, whyiot?

But how do you know how close, or not, the model climate is to ‘reality’? Available froyn
website on the LH side of the page under ‘got data?’ and at the bottom of the list, are 2 netCDF
files containing proxy sea surface temperature (SST) data re-gridded to the cGENIE model grid.
One is for pre-PETM SSTs, and one for peak PETM SSTs. (The data ard®inokiey Jones et al.
[2013].) These netCDF files can be opened and visualized in exactly the same way in exactly the
same way as per the cGENIE output files. You'll see a few (there are not many!) data points, in a
sea of grey (which stands for ‘no value’). (Note that it is best to turn data interpolation OFF.)

More useful ... is that the data distribution can be combined with the model ocean temperature
output field, in a difference map (see earlier for notes on creating difference maps). You can thus
visualize the pattern of model-data mismatch. (Note you might want to hit ‘Fit to data’ to autoscale
the plot, or simply pick and manually enter a +/- limit for the data plotting, perhaps ensuring it is
symmetrical about zero such that red anomalies could represent proxy SST values higher than in
the model, and blue point data being lower than in the model.)

Furthermore, in the Arrays tab, you can switch to a Zonal Average view rather than a Map view
(...it is probably easier to visualize the model-data misfit in this.ay

So, starting with the pre-PETM data and given model configuration, make some assessment of how
the model fits the data (or not). What might be the reason for the misfit? You might test adding,
and adjusting, some of the parameter values controlling surface SST from the Cretaceous climate
exercise (next sub-section). Can you reduce the modelrdiafa?

Finally, the PETM SST data given in the 2nd netCDF file are from the peak of the PETM. The ocean
is rather warmer as compared to just prior to the PETM. Your task is to determine (either using
the default model configuration, or your adjusted configuration) much radiative forcing (parameter
ea_radfor_scl_co2) and henc€O; is required to explain this warming?
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The climate of the Cretaceous

A previously spun-up state of Maastrichtian climate witluffin in a ca. 70 Ma configuratién
(LAB_5.8PIN) is provided as a starting point. #ser-config(LAB_5.EXAMPLE) that continues on
this climate state is run:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0067f.NONE LABS
LAB_5.EXAMPLE 10 LAB_5.SPIN

Your task now is ... ‘simple’; Account for the Cretaceous reduced Equator-to-pole surface tem-
perature gradient (compared to modern), particularly the apparently much warmer poles. Different
data-based time-slices (including the Maastrichtian) are providetliber et al.[2002], although
the low latituded'®0 based temperatures are now not considered relialelekyns et al[2004]
contains high latitude (Arctic) data for the Maastrichtian. There are proxy-derived latitudinal tem-
perature gradients and model-data studies for earlier in the Cretaceous — the problem is essentially
the same.

The 2-D NetCDF results file contains the surface air temperature field (and sea-ice cover, if
any). The 3-D NetCDF results file contains fields for ocean temperatures (and salinity). Both
contain continental configuration and ocean bathymetry.

Panoplywill plot the zonal average for you (as used in model-data comparisons — e.g., see Bice
and Norris [2002]) — in the Array(s) tab, the Plot can be set to Zonal Averages rather than Map. You
can get a smooth curve by selecting Interpolate. Remember you can set (and fix) scales rather than
let Panoply auto-scale continually

The following ‘controls’ over the climate system are provided to you in the form of a list of param-
eters at the bottom of tHeAB_5 . EXAMPLE user-confidile for editing:

=== ATMOSPHERE ===

CO0_2 radiative forcing scaling factor [DEFAULT = 4.0]
ea_radfor_scl_co2=4.0

# CH4 radiative forcing scaling factor [DEFAULT = 1.0]
ea_radfor_scl_ch4=1.0

# Equator-to-pole different in planetary albedo [DEFAULT = 0.260]
ea_albedop_amp=0.260

# Baseline planetary albedo [DEFAULT = 0.200]

ea_albedop_offs=0.200

# atmospheric diffusivity of temperature (horizontal) [DEFAULT = 5.0e6]
ea_12=5.0e6

# === QOCEAN ===

# ocean diffusivity of temperature + salinity (horizontal) [DEFAULT = 1494.4]
go_14=1494 .4

# scaling for wind stress (set values of both identical) [DEFAULT = 1.531]
go_13=1.531

ea_11=1.531

H B OH H

6Note that for speed, no carbon cycle is selected in this configuration.
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Most of these parameters are associated with the radiative forcing of climate or atmospheric
transports. The most useful ones are likely to be:

(i) Theline:

(ii)

(iif)

ea_radfor_scl_co2=4.0

which specifies a radiative forcing of climate 6¥), equivalent to 4 times modef@O; (i.e.,
4 x 278ppm= 1112ppm) as per before (e.g. snowball Earth experiments).
The line:

ea_radfor_scl_ch4=1.0

specifies a radiative forcing of climate BH; equivalent to 1 times mode@H;, (i.e., 1x
700ppb).”

cGENIE, as configured here, does not have a land surface scheme (no snow cover) nor clouds
nor ice sheets, so a planetary albedo is prescribed (see Figure 4.1). This varies with latitude

and is parameterized after a fully coupled GCM simulation. There is a parameter which
controls how the albedo varies as a function of latitude, which can be adjusted:

ea_albedop_amp=0.260

However, if you vary this, why are you doing it? (What is the physical justification for giving
the poles a higher or lower albedo relative to the Equator?) There is also a parameter that sets
the baseline (minimum) albedo:

ea_albedop_offs=0.200

i.e., albedo is primarily a sum of the baseline value plus the Equator-to-pole slope (times the
latitude).

The diffusivity of heat in the atmosphere (since it is a simple 2-D atmospheric model, with no
atmospheric circulation, the atmosphere is made ‘diffusive’ to help capture heat and moisture
transport) is:

ea_12=5.0e6

Note the maximum value the model can cope with is CBET.

Run the model for however long you think is ‘necessary’ (/justified). The surface climate will
approach equilibrium ‘relatively’ quickly. Deep ocean temperatures will typically take thousands

of years to fully adjust ... You can assess how the model approaches equilibrium most easily from
the atmospheric temperature time-series results file, and from the ocean temperature time-series
results file (allowing to you to contrast surface and whole ocean tempecitanges).

You can also try tracing and analyzing the patterns of ocean circulation in the Cretaceous world,
in the same way as you did for the modern climate system. And in fact, it would be a useful
exercise to directly compare your previous modern results vs. Cretaceous results, or even better,
carry out a set of paired experiments (e.g., similar locations and fluxes of dye injection) for both
modern and Cretaceous. (Note that if you do this and swap back and forth between modern and

"But effectively, this is going to do exactly the same as changing radiative forcing @@to
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Figure 4.1: Prescribed planetary albedo. The latitudinal (frons4e0C'N) on the left, to 90N on
the right) profile of planetary albedo as calculated in a fully coupled GCM is given in green, and
the cGENIE *fit’ in black.

Cretaceous configurations, you cannot submit straight away to the cluster but must first briefly run
the experiment at the command line in order that cGENIE is compiled into the new continental
configuration.)

A newuser-configLAB_5. colorinjection) that continues on from this climate state, can be
run:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0067f.rb LABS
LAB_5.colorinjection 10 LAB_5.SPIN

(Also note that thdase-configs different as it now includes the definition of 2 dye tracers.)

The default locations for the dye release are set different compared to in the modern configu-
ration. BUT, the default location is not necessarily ideal / particularly revealing ... so you'll need
to look count grid cells West-to-East (the i direction) and from South to North (the j direction) in
order to determine a more suitable location for tracing circulation.

By means of dye tracing, looking at the (global only) overturning stream-function, and/or tem-
perature and salinity (and density) profiles, see if you can identify where in the Cretaceous ocean
deep water forms in the model. AND, more importantly, think about WHY does it form where it
does?

Also: what about surface ocean circulation and gyres? Are these located where you would
expect (e.g. based on your understanding of modern ocean circulation). Plot velocity vectors to
help, and/or refer to the Barotropic streamfunction output in the 2D netCDF file.
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Fake (alternative) Worlds are a useful tool for developing a general understanding of how climate
(and ocean circulation) and global biogeochemical cycles operate. Different model resolutions and
continental configurations can be generate and run to test specific hypotheses about the role and
sensitivity of different elements in Earth system to emergent patterns of climate (and biogeochem-
ical cycling). Ensembles of differing Worlds can also be utilized to more generalize understanding
as well as in a fishing expedition of new or unexpected phenomena and system behaviours.

This Chapter will take you through the generation and exploration (analysis) of fake (alterna-
tive) Worlds.
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Generating fake Worlds

To generate 'fake Worlds’ (or re-grid from GCM output or utilize existing gridded continental
position data) — refer to the Chapter on ‘'muffingen’.
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Understanding ocean circulation

There are a variety of different ways of visualizing and quantifying ocean circulation and its con-
trols, inmuffin.

Model investigation over-view

In not going beyond the modern continental configuration (and climate systemiffim, you may
not come to any particularly general or fundamental insights into ocean circulation controls. In any
case, the modern and future (and recent glacial past) ocean circulation states and dynamics have
been picked over by 1000s of researchers, writing 100,000s of publications ... and yet still we do
not necessarily fully understand modern/future ocean circulation, let along that at the time of the
last glacial.

A broader (or more fun) approach is to generalise the problem and consider fundamentally
different configurations of ocean basins and climate. This is what you will be doing. But first, some
potted advice:

e Try and define a hypothesis, or hypotheses, to pursue and test. These need only be very
rough at the outset — you'll likely find that you get new ideas and can either refine your
original hypotheses, or come up with new ones, as you start to play with the model and see
what is feasible and not feasible in terms of analysis.

e Create a plan of study — what sort of experiments, now many, how are they going to be
analysed, how do they all fit together in addressing the overarching hypotheses? Again — it is
very likely that your plan will evolve as you go along, but try and start out with something to
guide you rather than wandering randomly in model world ...

e For creating and an using different worlds — write down a list or make a table of the configu-
rations to be explored, why you have chosen them, and then summarize what you are finding.
It might be helpful to draw out on paper first the outline of the continental configurations you
want, and then create these and run them. (Again, the details of this will very likely evolve.)

e Once you have some sort of idea what are are going to do — plan the experiments. This is
important because to run the model to steady state is not trivial. Perhaps plan on having to
run the model for 5,000 yedrsn order to achieve a fully spun up ocean circulation state.
You might get away with shorter runs, but know in advance what sort of error this would
induce and whether the error might be 'important’ (impact your analysis and conclusions)?
Once you have a list and know how long each model experiment might take, you can plan out
when they will be run on the cluster (presumably on the queue) and when the results will be
analysed. Note that it is a virtual certainty that once you have analysed the results of the first
set of experiments, you will want something different (and will then need to revise the plana
and list of experiments and analysis etc.).

Overall — scientific investigations with simplified (and relatively fast) Earth system models tend

to become a somewhat iterative undertaking and can involve significant trail-and-error. (This is
healthy and to be expected and even enjoyed!) Rarely, can you devise at the outset, a single run or
set of experiments, and it turns out this is completely sufficient. If you do not see something you do
not understand in the results of the initial model experiments, you are either God (e.g. the Spaghetti

1Even so, you should try running the model much longer to be confident that 5,000 years is OK (and sufficiently close
to final equilibrium).
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Monster or Invisible Pink Unicorn), or not doing it properly. Expect to see things that interest you
and lead you off on a tangent (hopefully — this is how research should be).

Finally — remember that in swapping between different continental configurationsbéesed
configd, muffin currently requires the model executable to be re-compil€his ... cannot happen
on the compute nodes of the cluster if you submit an experiment using a difteasatconfig
When changing to a nebase-configfirst, run the model briefly interactively (i.e. at the command
line). Once it has compiled (and started running), the experiment can be kifteec) and now it
is good to submit to the queue as a job. In any case, in utilizing a new configuration that you may
never have used before, it is good practice to test it first (e.g. watch it run for a short period).

Deep-water formation (& baroclinic circulation)

The first investigation is to explore the controls on the strength and large-scale structure of ocean
circulation, particularly in terms of the global meridional overturning circulation (MOC), and asso-
ciated with this — where the primary sites of deep-water formation are.

There are 2 key controls to this:

1. Temperature.
This is presumably mostly a function of latitude (i.e. the further North or South, the more
suitable the site will tend to be for deep-water formation) and to some extent season. There
will also be an influence of the prescribed planetary albedo (which includes the effect of
clouds) as well as of sea-ice (if it is present).

2. Salinity.
This will generally be controlled by P-minus-E — the balance between precipitation to the
ocean surface as well as fresh-water run-off form the continents, vs. evaporation from the
ocean surface. Sea-ice may also be a key factor, in e.g. leading to the (seasonal) rejection of
dense salty brine (and removal of freshwater to the forming ice).

In turn, this suggests two sets of ’knobs’ in the model that can be modified and that may influ-
ence the patterns and magnitude of temperature and salinity across the ocean surface:

1. Continental Configuration.
The configuration of the continents and ocean basins will dictate the shape and location of
the highest latitude ocean regions — presumably the locations where on average, deep-water
formation will occur (and hence forming the downwards/sinking limb of the MOC).
The relevant model '’knob’ is hence how the position and orientation of continental blocks is
configured on the surface of the Earth. This (creating or changing the continental configura-
tion used bymuffin) can all done using th®IATLAB muffingen program.

2. Global Climate.
The mean and climate as well as the zonal temperature gradients, together with whether or
not sea-ice forms (and how much), will modulate both temperature and salinity patterns at
the ocean surface.

2Note that if thebase-configs the same as the previous experiment, but you have changed a parameter value (in the
user-config, you do not need to re-compile.
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In turn, the model knobs here are primarily:

(a) AtmospheriqpCQ,, or in the absence of an explicit carbon cycle, a prescribed radiative
forcing:
ea_radfor_scl_co2=1.0
which here, specifies 1 CO, equivalent radiative forcing.

(b) One could also adjust the value of the solar constant (here, given with its modern/present-
day default value):

ma_genie_solar_constant=1368.0

which has a subtly different effect form changi@®, radiative forcing, as radiative
forcing has a relatively spatially uniform impact, whereas changing the solar constant
has a disproportionate impact towards the Equator (where the incident solar shortwave
radiation is the greatest). So changing the solar constant is likely to impact the pole-
to-Equator temperature gradient. e.g. see: Lunt, D. J., A. Ridgwell, P. J. Valdes, and
A. Seale, Sunshade World.: a fully coupled GCM evaluation of the climatic impacts of
geoengineering, GRL 35, L12710, doi:10.1029/2008GL033674 (2008).

(c) One could also adjust the planetary albedo, particularly in respect of looking to modify
the pole-to-Equator temperature. In tmaiffingen created configurations, there is an
explicit 1D file specifying the zonal (with latitude) planetary albedo profile:
XXXXXXxXX.albd.dat

wherexxxxxxxx IS the 8-character name of theuffingen created World. It would be

a simple matter of editing the values in the file (between the range of 0.0 and 1.0, for
perfectly absorbing, and perfectly reflective, respectivéjptethatthefile dataorder

is North-to-South(goingfrom top to bottomin the file).

5.2.3 Gateways and barotropic flow

The overarching question in the context of ocean gateways and barotropic flow, is a little harder to
define succinctly; it has to do with the details of the degree of alignment (or not) of the prevailing
wind (stress) with gateways, and the degree to which this give rise to strong zonal ocean flow. A
good and obvious modern example is the existence of the Drake Passage, between the northern
tip of the Antarctic Peninsular, and the southern tip of Souther America, how this aligns with the
prevailing Westerlies in the Southern Hemisphere, and hence the nature and strength of the ACC
(Antarctic Circumpolar Current).

So the question naturally arises: how misaligned does a gateway have to be relative to the
prevailing wind stress maximum, before the circumpolar (or circum-equatorial) flow ceases. What
about having multiple gateways and their relative alignment, including what happens if one gateway
is aligned with Westerly wind stress, and a second with Easterly wind stress — who 'wins’)? Also
— what about sill depths? For the Drake Passage, the ocean floor, while tectonically messy, is
generally relatively deep. What happens to ocean circulation with a progressively shallow sill
depth?

3Best to make a copy of the original file before you modify it.
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The 3 key controls in this exercise are then:

1. Gateway alignment.
The alignment (or latitudinal correspondence) of a gateway with the maximum of the zonal
wind stress.

2. Gateway width.
The width of a gateway (and how important this is in exerting control on ocean circulation).

3. Sill depth.
The sill depth! This could be uniform in depth across the gateway (easiest/best) or could be
varying (probably not so easy to learn anything).

There are a number of changes that can be made in the model to explore the importance (or not)
of the 3 controls listed above:

1. Land-sea mask.
The model knob is hence how the width and location of gateways has bene defined in the
land-sea mask. There is also the question of how many gateways (and their respective posi-
tion).
As before, this (creating or changing the continental configuration usedusfin) is all
done using th&VIATLAB muffingen program. Any of the given examplauffingen con-
figurations:drakeworld, egpasworld, ridgeworld, or waterworld, could be taken as
starting points — copying and renaming the configuratiorfile, as well as thedat file in
the INPUT directory. Or start from scratch and a the ’blank’ (initially all ocean) example
configuration.

Note that a gap between 2 land masses rha&or morecells wide, to count as a gateway
and allow barotropic flow imuffingen).

2. Ocean bathymetry.
The bathymetry (ocean floor depth) can be changed to alter the sill depth. The easiest way
to do this is probably within thenuffingen editor, ensuring the following input parameter
setting is set:

opt_user=true; % [false/true] enable user input to grid

in the configurationm file.

3. Wind stress strength.
Although it is messy to attempt to edit the profile of the applied wind-stress field, it is possible
to scale its impact on ocean circulation lower and higher. mhéin parameter for this is:

go_13=1.531013488769531300
ea_11=1.531013488769531300

Somewhat bizarrely ... it appears twice ... with different parameter names. Both parameters
must be changed to the same value. Place these lines (of the new parameter value assign-
ments) in theuser-configfile for the experiment. Higher values result in a stronger applied
wind-stress on the ocean surface.

Note that although this is the simplest change to make, it may not have such a clear scientific
guestion associated with it (other than the obvious and trivial).
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5.2.4 Analysis

How do you ’judge’ the strength and characteristics of deep-water formation, global overturning,
and circulation patterns and strength, in general, or their climate (or biogeochemical) impacts?
This is not a trivial question. Often, additional ocean tracers are employed in models to generate
a guantitative measure of the age of a parcel of water (mean time since it last saw the surface), of
some measure of the efficiency of ventilation, or large-scale transport at the surface or 4t@epth.
rather involved analysis of ocean physics and transport might be employed.

One starting point is to read some of the literature where the climate properties of various
hypothetical worlds have been investigated. Such as:

e Marshall et al.[2007] — 'Mean Climate and Variability of the Atmosphere and Ocean on an
Aquaplanet’ Journal of the Atmospheric Sciend@$

e Enderton and Marshal[2009] — 'Explorations of Atmosphere—Ocean—Ice Climates on an
Aquaplanet and Their Meridional Energy Transpordsurnal of the Atmospheric Sciences

e Ferreira et al.[2010] — 'Localization of Deep Water Formation: Role of Atmospheric Mois-
ture Transport and Geometrical Constraints on Ocean Circulaflontnal of Climate23.

e Smith et al[2006] - 'Global Climate and Ocean Circulation on an Aquaplanet Ocean—Atmosphere
General Circulation ModelJournal of Climatel9.

In addition, the sub-sub-sections that follow outline some simple diagnostics and ways of going
about some quantitative analysis.

Simple/global diagnostics
¢ In the biogem output results folder, there is a time-series file named:

biogem_series_misc_opsi.res

This contains a summary of the evolution with time, of the minimum and maximum (any-
where) global overturning stream-function values.

¢ Another simple property of the climate system that you might consider, is the pole-to-equator
temperature gradient, both in terms of atmospheric temperature, and ocean surface tempera-
ture’ (although they should presumably be closely coupled).
Why? Because the large scale (overturning) circulation of the ocean should be transporting
heat from the high latitude surface to the deep ocean. This presumably would act to reduce
latitudinal temperature gradients. In contrast, a strong zonal slow might prevent latitudinal
transport of heat.

Spatial netCDF fields

In a physics-only (T + S tracer) configuration wiuffin you are somewhat limited in what you
can look at. A good staring point is the previous tutorial on ocean circulation and AMOC stability
(in the context of the modern world, climate and continental configuration). For instance, you
know already how to plot and visualize the MOC usiPgnoply. The Atlantic basin and hence

the existence of an AMOC, is pretty specific and unique to the modern world, so likely you'll need
to focus on the global MOC. (A good starting point is to familiarise yourself with the pattern and
intensity of the modern.)

4We'll see such tracers employed later in the course.
Spanoply has an option for plotting the zonal mean, from which you could read off pole-to-equator temperature
gradients.
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Figure 5.2: Surface current velocity field (arrows) plus speed (color scale).

For example — thelrakeworld configuration gives rise to a global MOC pattern as shown in

Figure5.1

This is stored as the variabténys_opsi in the netCDF fildfields_biogem_2d.nc . Remember
that the first time-slice plotted iRanoply is the first time-slice saved and it may also be up-site-
down(!) by default :(.

You can also plot the barotropic circulation usiRgnoply — the variable is calle@hys_psi —

this is shown in Figur&.3.
Finally in Panoply, you might plot the current field (surface or otherwise), as per FigLte
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Figure 5.3: Drakework world barotropic circulation.

’Color tracing’ of ocean circulation

Numerical color tracers can be used (as you have seen previously) to trace flow-paths. The default
base-confidiles provided as part of theuffingen software, define a configuration with only 2

tracers in the ocean — T and S. To add red and blue dye tracers, raskeconfidgile, find the
section marked:

H OH H HF H B H

3k 3k 3k 3k 3k 3k %k 3K 3k 3k 5k %k 5k 3k 3k 3k 5k >k 3k 5k 3k 5k 5k 5K 3k 3k 3k %k 5k 5k 3k 3k 5k 5K 3k 3k 3k 5k %k 5k 3k 3k 3k %k %k 5k 3k 5k 5k % >k 3k 3k %k %k >k 5k 3k %k %k Xk >k >k 3k %k kX

TRACER CONFIGURATION
53 ok oK oK K K oK oK oK oK K K ok ok ok K K o ok oK ok K K o ok ok oK 3K K 3k oK ok K K K 3K ok oK K K 3 3k ok oK K K K ok ok ok K K ok ok ok Kk s ok ok ok Kk K ok

the total number of tracers includes T and S

T and S do not need to be explicitly selected and initialized
stk stk ok sk sk okl ok stk ke ksl sk ok stk ke ok sk sk sk s ok sk stk sk ok sk ki sk ok sk ok sk stk sk sk sk stk sk ok sk ok

Set number of tracers

GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2"

#

H B B H

list selected biogeochemical tracers

<< >>>
list biogeochemical tracer initial values
<< >>>

3k 3K 3k 3k 3k 3k K 3K 3k 3k 5k %k 3k 3k 3k 3k 5k %k 3k 3k 3k 5k %k 5K 3k 3k 5k %k K 5K 3k 3k 5k %k 5k 3k 3k 5k %k >k 3K 3k 3k %k %k 5k 3k 3k 5k % >k 3k 3k 3k %k >k 5k 3k %k %k Xk >k >k %k %k kX

You need to make several (but simple) edits here:

1. Firstly, change the number of tracers frarto 4, in line:
GOLDSTEINNTRACSOPTS=$ (DEFINE) GOLDSTEINNTRACS=2’
i.e. to make:

GOLDSTEINNTRACSOPTS=$ (DEFINE) GOLDSTEINNTRACS=4’

2. Secondly, you need to list the additionakt selected biogeochemical tracers.

For this add the following code in place of the{< >>>)line:

gm_ocn_select_48=.true.
gm_ocn_select_49=.true.

3. Lastly, under the sectionist biogeochemical tracer initial values, and in place

of the (k<< >>>)line:

bg_ocn_init_48=0.0
bg_ocn_init_49=0.0

To apply a 'red’ dye tracer to the ocean, you can employ the $aroimg as used in the exper-
iments in Chapter 3 pyyyyz.Fred and implement this with similauser-configsettings:
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#

# —-— FORCINGS —---— oo o oo oo oo
#

bg_par_forcing_name="pyyyyz.Fred"

bg_par_force_point_i=1

bg_par_force_point_j=1

bg_par_force_point_k=1

bg_par_ocn_force_scale_val_48=0.0

However, the specifid, j,k (longitude, latitude, ocean depth layer) model grid locations will
depend on the resolution of the World you generated or had adopted, and it may have e.g. 18 or 36
maximumi, j values, and generally, either 8 or 16 maximum depth lewgls(The values shown
would be for the southern and western corner of the grid at the bottom of the ocean ... but note that
this location might be land or seafloor in your particular World!)

’Age tracing’ of ocean circulation
Refer to the 'HOW-TO’ in the muffin manual — 'Add a water mass age tracer’:

"Water mass age tracing can be configured quite simply, and with the tracer concentration
manipulations carried out automatically, as follows. As base-config file with both red and blue
color tracers defined is still required, but rather than have to define and use a set of forcings (and
associated forcing configuration), a single parameter is added in the user-config file:

bg_ctrl_force_ocn_age=.true.

This will automatically create the age tracer and additional explicitly output (in netCDF) both the
total age of a water parcel, as well as the age relative to the surface (ventilation age). In this
methodology, in the netCDF output, the concentration ratio of blue/red, should be 'age’ — the mean
time that a parcel of water was last at the surfdce.

Note that an experimerdpin-upduration of perhaps as much as 10,000 years is required in
order to obtain a stable tracing of water mass age.
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Readme

You will need to download a newestart file prior to embarking on the experiments. This pre-
industrial spin-up includes a basic ocean (-atmosphere) carbon cycle plus various diagnostic an-
thropogenic tracers, followinGao et al.[2009].

To fetch this: change to thsgenie_output directory, and type:

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/LAB_3.SPIN.tar.gz

Extract the contents of this archive by typing:

$ tar xfzv LAB_3.SPIN.tar.gz

(and then change directory backgenie-main to run the model)
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Exploring the consequences of fossil fuel CO, emissions

For the next experiment(s) you can chu@®, into the atmosphere, just for the hell of it. As much
as you want! Apparently, humans are actually doing this now. Imagine that!

A new user-configfor muffin — LAB_3.CO2emissions — is provided and configured with climate
being responsive to any changes in atmosphe@s (i.e., it takes account d@O,-climate feed-
backs). The setting that does this is:

# set CO02-climate feedback

ea_36=y

Note that although a biological scheme is set up (with the fixation of organic carbon at the surface
and sinking into the ocean interior, plus a rate of calcification by plankton at the surface ocean that
is responsive to ocean acidification and saturation state (i.e., it takes into aCeuoalcification
feedbacks, which will additionally interact with climate — sRielgwell et al.[2007b, 2009))) ...

we will concentrate only on the carbon geochemistry. (A ’biological pump’ in the ocean is set
up simply to create a modern-like ocean surface carbonate chemistry. How the biological pump
actually operates, response to changes in e.g climate and nutrient availability, we will consider in
another chapter.)

In thisuser-configa release o€ O, to the atmosphere is prescribed, which by default is setto a
value of just PPgC (cf. current emissions are ca. PGC yr-1) and over an interval of just a single
year. (Releasin@O; just over a single year is obviously rather unrealistic and many impacts will
decay away rapidly, but represents a useful idealized experiment for assessing the time-scale(s) of
fossil fuelCO, uptake by the ocean.)

Additional (netCDF) output has also been prescribed, viauger-configparameter setting:
bg_par_data_save_level=10 (See Section 14.4) so that more information relevant to assessing
ocean acidification is sad.

First, run the experiment for e.g., 10 (or more if you like) years, starting from the pre-industrial
re-startexperimentAB_3.SPIN, i.e.:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS
LAB_3.C02emissions 10 LAB_3.SPIN

As for what model results variables to consider ... think about the climate change and ocean acid-
ification literature and which environmental (physical and geochemical) properties are considered
either critical for ecosystems or are simply helpful and/or illustrative. Refer to Section 14.6.2 for
a summary of some of the key ocean acidification (and other) variables that may be saved by the
modef. In the 3-D netCDRime-slicefile remember, for instance, that ocean surface waters in
which aragonite becomes under-saturated (OHMEGA < 1.0) is regarded as a critical threshold for
organisms making aragonite shells and skeletons and spells TROUBLE for some poor calcifying
marine organism somewhere. (Temperature is also highly relevant to marine ecosystems under fu-
ture global change.) Note that the calcification response is encoded in the model and described in
Ridgwell et al.[2007a,b] and may or may not reflect the Real World.

For climate change ... the variables of particular interest should be obvious. Remember that
there are bottime-serieutputs, as well as 2D and 3D fields, any or all of which might be helpful
for elucidating impacts.

le.g. obtain from http://www.seao02.info/pubs.html
2(depending on specific data saving configuration)
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Idealized emissions forcing

You can easily modify the experimental design to release moréZi@svery much as you did for
the red dye tracer. In theser-confidile, the line:

bg_par_atm_force_scale_val_3=8.3333e+013

scales the time-history of theO, flux, given in the forcing file:
biogem_force_flux_atm_pCO2_sig.dat

... which can be found in the directory:
cgenie.muffin/genie_forcings/pyyyyz.FpCO2_Fp13CO2

The format of this file is:

-START-0F-DATA-
0.0 1.0
1.0 1.0
1.0 0.0

999999.9 0.0

-END-OF-DATA-

and defines an emission ofmblIC (carbon) per year over the first year (year 1.0) of the model
experiment (between year.0 and1.0), but which in the exampleser-configis then scaled by

a value of 8333x 10 (by the parametebg_par_atm_force_scale_val_3) to give a total of
1PgCyr 1. (Year 999999.9 has no special meaning and is simply just waaaaay into the future .. .)

Pause ... and note briefly how the filtaD, flux is arrived atmuffin calculates it by multiply-
ing the value in the forcing file (1.0) by a modifying parameter inuker-confidile (8 .3333e+13).
The total flux is hence: .0 x 8.333x 10'® = 8.333 x 10¥molCQyr—1. If you set both val-
ues asl.0, you'd get very little carbon released (a single mol!). If you screw up and multiply
8.3333e+013 and 8.3333e+013 together as the total flux ... you’ll soon know it as you cook
the Earth ... But it does not matter which parameter has valdeand which scales the units
(8.3333e+013). For now, it is simply more convenient to be able to edit thecing file with
'simple’ numbers (and leave the large numbers and units conversion usdneonfidfile).

Together, the scaling and forcing value giveS@, release of PgCyr? for just a single year
compared to current emissions are abolRdOyr 1. So, do not expect anything exciting if all you
emit to the atmosphere is a single meadhgC (over 1 year).

(The parametemg_par_atm_force_scale_val_4=-27.0 specifies the carbon isotopic compo-
sition of fossil fuel carbon and can be ignored for npow

Because ‘accidents can happen’ and the global environmental changes induced by the massive fossil
fuel CO, release can obscure mistakes made in the experiment configuration (parameter values)
and/or there-startused, you are strongly advised to first (or in parallel, as a job submitted to the
cluster — refer to Lesson Zero to remind yourself of the commend line syntax needed forahds) —

run acontrol experiment:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS LAB_3.CONTROL 10 LAB_3.SPIN

Here — theuser-configdefining the control experiment.AB_3.CONTROL) is identical to that for
the actual experiment itself AB_3.CO2emissions) with the exception of the scaling of th€O,
emissions, that is set to zero. i.e.:

bg_par_atm_force_scale_val_3=8.3333e+013
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Note that it is left completely up to you to create (i.e. copy and edit!) the experiment configu-
ration file LAB_3.CONTROL ...

If everything is OK with the control experiment, atmosphe&2i®, (and climate) following on
from there-startshould be stable and there should be little (or no) drift in any of the output variables
(because thepin-upyou are re-starting from should have been run to an equilibrium state and you
have not changed anything in the control experiment, right?).

It is good practice (i.e., always do itjo alwaysrun a control experiment for each different
type of experiment — e.g., you only need to run one control experiment for@®eemissions
experiments differing only in total carbon release of the time-history of that release.

When you have run both the real and control experiment, compare the results. View (or plot)
both relevantime-serieoutput, and create anomaly maps of kieye-slicevariables inrPanoply or
MATLAB , using a correspondingme-slicefrom the control experiment to create the experiment
anomalywith.

OK. You might want to run something a little more exciting now. For instance, rather than
-START-OF-DATA-
0.0 1.0
1.0 1.0
1.0 0.0
999999.9 0.0
-END-OF-DATA-

you might have:

-START-0F-DATA-
0.0 1000.0
1.0 1000.0
1.0 0.0

999999.9 0.0

-END-OF-DATA-

for a total of 100@gC is released over a single year. Now you should see some policy-relevant
impacts occur :0)

(Again, contrast control and experiment results to quantify/visualize the impacts QiGhee-
lease.)

You can control the shape of the emissions profile as well as its magnitude. Between the start and
end ‘tags’ in the textorcingfile, the data is arranged into 2 columns: the first contains a series of tie-
points for defining the timing of changes in emissions, and the 2nd column contains flux information
(units of PgCyr* when scaled by the parameter paramaggmpar_atm_force_scale_val_3 in

the user-confij. At each time-step of the model, i, flux to be applied to the atmosphere is
interpolated between these time points.

For instance, in théorcing (directory) file biogem_force_flux_atm_pCO2_sig.dat, the purpose
of:
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is to specify a uniform flux of 1.0 (scaled ®gCyr 1) over the first full year of the model run,
followed by a sharp turn-off to zero flux at the end of first year (and remaining zero thereafter). To
extend the period of emissions — for example:

0.0 1.0
10.0 1.0
10.0 0.0
999999.9 0.0

would result in a uniform flux lasting 10 years with a sudden cut-off and zero thereatfter (i.e., once
scaled by the parameter in theer-config- 1PgCyr—* over 10 years — 1®gC total emissions).
In contrast:

0.0 0.0
10.0 1.0
10.0 0.0
999999.9 0.0

would result in a linear ramp, starting from zero at the start of ye@art6 1.0PgCyr—* at year 100
and then suddenly ceasing and remaining at zero for the remainder of the experimentG&jotal
emission of 1x 1.0 x 0.5 = 5PgCover 10 years).

To ramp up (over 10 years), and then down again (over 10 years), you would specify:

0.0 0.0
10.0 1.0
20.0 0.0
999999.9 0.0

Try making up a few 'shapes’ (and hence different experiments), maybe for the same inte-
grated/total emissions, explore the effect of different rates of rise/fall in the release rate. And/or
for the same release rate and/or duration, explore the impact of different total emiss©@s. of
Try and think in terms of hypotheses and formulate questions to guide your experimental de-
sign/configuration. (An alternative approach is to create random scenarios and in the analysis, fish
for interesting patters that could lead to knowledge and/or specific questions to be tested further,

but it is better to start off with a hypothesis in mind.)

Note that you can either edit and re-use the stor@ng directory and name, modifying the file
biogem_force_flux_atm_pCO2_sig.dat each time but then losing an explicit record of how you might
have set the emissions profile previously, or you can copy and rename thefeniing directory
(and then edibiogem_force_flux_atm_pCO2_sig.dat ). If you copy and rename the entifercing
directory, in theuser-configyou then need to specify this new forcing (directory) name, e.g.:

# specify forcings
bg_par_forcing_name="pyyyyz.FpC02_Fp13C02.NEW"

if you, for instance, called your nefercingdirectory (ingenie-forcings ): pyyyyz.FoCO2_Fp13CO2.NEW.2

3Refer to the directory map in Figure 1.1. if in doubt here.
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Where has my carbon gone???

In any of the emissions experiments you have tried out, in the time-series of atmospBEkic
(file: biogem_series_atm_pCO2.res) you'll undoubtedly see atmosphenqmC O, initially rise, but
then once the emissions cease, start decaying back down again. Where is it 'going’?

Well obviously the ocean. D’uh! (At least, this is true in this particularly configuration of
muffin without a terrestrial biosphere.) A better question would be: 'where in the ocean has it
gone?’, and even better: 'why there?’.

In the 3D netCDF, the variablecn_DIC is the total dissolved carbon inorganic concentration
(DIC). Open this up ... and by slicing horizontally (e.g. start at the surface, and then slice down-
wards), or vertically (up through the middle of the Atlantic would be a good latitude-vertical section
to create), can you 'see’ where the carbon@S) is going? If not ... why not? Try making the
same data sections from the same year of the control experif&dtis everywhere in the ocean
in the control, with a highly spatially variable distribution. It could be then that the carbon taken up
from the atmosphere in your experiment, simply overprints too small a pattern of (fosdilifDgl
to tell background + fossil fuel from just background. (A similar situation arose when looking for
the surface temperature impact of a weakening AMOC.)

To resolve this, create difference maps of a slice (lon-lat, or lat-depth) from your experiment at
timet minus the control, also at tinte Now re-evaluate whether you can tell where the fossil fuel
CO; is going. Why (there)? (We'll also consider this question in the nest@se.)

What about the other carbonate system parameters? Can you track identify patterns of uptake
and ocean circulation transport. For insta@®,,5? What abouCO%‘ (before looking, and
remembering your basic carbonate chemistry, what would you expefto@gt should primarily
trackDIC.)

Are there any other carbonate system impacts you can discern? Some fields to consider might
include:

e pH — variablemisc_pH

(There is also a field for the hydrogen ion concentration if you really want to see it.)
o Calcite saturation stat€X(c,))) — variablecarb_ohm_cal
e Aragonite saturation stat€(,q) — variablecarb_ohm_arg

In looking at the different fields and based on your reading of the literature (you did read the
background papers, right ... ?), think about what organisms live where and what environmental
(carbonate system) variables might affect them (or their prey).
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Historical (real-world!) emissions forcing

Historical and future (e.g. IPCC 'SRES’) emissions scenarios can be prescribed explicitly and
simply in muffin. An example is given asser-configfile: LAB_3.historical. In this, a historical
emissions forcing (technically: a prescribed concentration profifg@), (and other anthropogenic
gases) is specified by tliercing;

bg_par_forcing_name=’worjh2.historical2010’

In contrast to before, no additional scaling is needed because the forcing specification directly
follows the observed change in atmospheric concentration with time (in units &2 @gn

Note that an additional line appears in thger-config This is because the historicplCO,
transient starts in the 1700s (for which a nominal date of 1765 is often used) rather than year zero.
To startmuffin counting from year 1765 rather than year zero, a start year parameter value is
specified:

bg_par_misc_t_start=1765.0

It is also convenient to specify a set of points in time at which data is saved that are consistent with
the historical period. In the examplser-configthe addition of the parameter settings:

bg_par_infile_slice_name=’save_timeslice_historicalfuture.dat’
bg_par_infile_sig_name=’save_timeseries_historicalfuture.dat’

specifies a series of time points at which data is saved that aligns with historically relevant years.
Try viewing the contents of these (text) files:

save_timeslice_historicalfuture.dat

save_timeseries_historicalfuture.dat

which can be found in the directorgenie-biogem/data/input , to get a sense of how frequently

the data will be saved, and how this differs from the default settings, which are defined in the files:

save_timeseries.dat

save_timeslice.dat

Running a transient historically-forced experiment looks like this:
$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS LAB_3.historical 245 LAB_3.SPIN

The245 parameter value for experiment duration arises on the basis of the start year being 1765 (as
specified bybg_par_misc_t_start=1765.0) and to give an experiment end at year 2100.

WARNING! Ignore the ‘WARNING's at the start — these are simply telling you that more tracer
forcings have been specified than you have selected tracers forbaskeconfig
(cgenie.eb_go_gs_ac_bg.worjh2.BASE). (A different base-configwith additional selected tracers
could have been specified to make use of other historical changes in atmospheric composition,
such as of radiocarboA“C) and CFCs.)

Also note: from year 1765 onwards, changes in atmospl@&@g only rise very slow |y
initially. Don’t expect to see anything happen in 10 seconds flat because relatively few people and
countries in the 1800s could be bothered to burn much more than a little local coal. You could
potentially start your experiment at year 1850, changing the valwg @hr_misc_t_start and
specifying shorter experiment duration (150 years) if you are desperate for the End of the World to
come.

Don't forget: you could submit this experiment to the cluster and do more (idealized emissions)
‘playing’ which it runs.
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Given that there is observationally-based information on the distribution of anthropd@énic
taken up by the ocean (e.gabine et al.[2004]) ... and you are running a historical transient
experiment with the model driven by observed increases in atmosph@@g p. you are in a
position to critically evaluate the models ability (or lack of) to represent the future-critical process
of oceanic fossil fueCO, uptake and transport by large scale ocean circulation.

In the 2DnetCDF output, there is a variable for the water column integrated inventory of DIC —
equivalent to the Sabine map except you will need to subtract the preindustrial background of DIC
first, i.e., to create a DIC anomaly map representing only the added foss@@etomponent of
ocean DIC. The data in the Sabine paper clusters around 198meAslicecentered on this year
(1994.5) has been configured in the model exactly for this purpose. Your baseline state can either
be from prior toCO, emissions commencing at any significant rate (e.g., 1750.5) or (better), from
a control experiment. Note that similar comparisons could be (and are regularly) made with other
tracers such as CFCs, which provide additional insights into the patterns and time-scales of trace
gas update and ocean circulation. (Séeao et al.[2009])

Observational data, re-gridded to thmuffin grid and in netCDF format can be downloaded
from: http://www.seao2.org/mymuffin.htnand under the ‘got data?’ box on the left). You could
for instance, compare horizontal or vertical slices (3D netCDF) and create difference (anomaly)
maps. Somewhat more representative of the entire ocean is to compare (or calculate difference
maps) of zonal average profiles. Unfortunately, the observations are not in the form of water column
integrals and hence you cannot create difference maps of model as [sattinepaper ... unless
you use the 3BIOGEM MATLAB plotting scripts. Examples ®IATLAB plotting of the model
vs. observed anthropogenic anomaly are shown in Figute

Data: glodap anthDIC / Level (k) = 0

Latitude

Longitude 45

Year: 1765.5 / Data ID: ocn int DIC

Latitude

-260 -170 -80 10 100
Longitude

Figure 6.1: Observed (topk. Model (bottom) anthropogenicO; inventories. Data and model
water column integrals in units of mGi0O, m—2 and are nominally with respect to year 1994.
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Assessing future carbon emissions impacts

Finally, and the closest to being slightly interesting: rather than applying highly idealized pulses of
CO, emissions, the IPCC 'SRES’ emissions scenarios can be used to make future projections with.
An example forcing of this sort is provided and can be selected by changing the name of the forcing
selection parametebg_par_forcing_name) to any one of the following:

pyyyyz.FpCO2_Fp13CO2.AT_AIM
pyyyyz.FpCO2_Fp13CO2.ATG_MINICAM
pyyyyz.FpCO2_Fp13CO2.ATT_MESSAGE
pyyyyz.FpCO2_Fp13CO2.A2_ASF
pyyyyz.FpCO2_Fp13CO2.B1_IMAGE
pyyyyz.FpCO2_Fp13CO2.B2_MESSAGE

These are 'future’ emissions scenarios, which all start at year 2010, and end at year 2100. They
are derived from different socio-economic and future technological assumptions in making their
future emissions projections.

Again, as these forcings have unitsRgCyr 1 in the time-series files, you will need to add a
scaling parameter to yourser-configfile to turn units ofPgCyr-! into molCyr-1:4

bg_par_atm_force_scale_val_3=8.3333e+013

You will want to run your experiment starting from the end of the historical transient experiment
you have just run rather than the original steady-geastart®

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS LAB_3.future 90 LAB_3.historical
and then set the start year to the year that the previous historical transient finished on (2010):
bg_par_misc_t_start=2010.0

and which will then give you an experiment finishing in year 2100

You can also easily replace the details of the emissions with other SRES scenarios — simply find the
yearvs. emissions rate information from the interfednd edit or copy-and-paste the flux values
for each decade into the fildogem_force_flux_atm_pCO2_sig.dat in the forcing directorymuffin
will then automatically interpolate between the decadal tie-points to give a continuous change in
emissions. Now you are able to make a rather more realistic/plausible assessment of when and
where potential ecological impacts (via assumed ocean chemistry criteria) might occur.

Try running (e.g. as jobs submitted to the cluster queue) some other actual or made up SRES
emissions scenarios.

(Note that the past few IPCC assessment reports have switched to 'using 'RCP’s — Representa-
tive Emissions Pathways, rather than the SRES emissions scenarios — see later Section.)

4For completeness also add in the specification of the isotopic composition of the carbon emissions — refer back to
the idealized experiments.
SNote that theuser-configLAB_3.future is not provided for you — you will need to create this (or a

file named whatever you like) by copying e.gAB_3.EXAMPLE and making the parameter changes
described above (forcing specification parameter, emissions scaling parameter, and start year pa-

rameter).
6e.g., http://sres.ciesin.columbia.edu/final_data.html
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Further ideas

Some further possibilities for investigations that build on the basic previous ones.

Assessing the importance of emissions rate

By editing the flux magnitude and/or timing (i.e. the years that are assigned to the different forcing
time-points) information of the idealized emissions forcings, you can contraC @eemissions
trajectory as well as the total of fossil fuel carbon burned. Explore some different assumptions
aboutCO, releaserate hut for the sametotal carbon emitted, and note their differing impact on
climate and ocean (carbonate) geochemistry.

More realistic and appropriate to oaurrent global experiment than a single rapid pulse is
a lower rate (order of 10 or 2BgCyr 1) released over a longer interval (order of 100 years) as
compared to a conceptual 10BgC near-instantaneous pulse. Because the experiments are getting
longertoruninreal time ... remember to make appropriate use of the cluster queuing facility —i.e.,
think about whether you want to sit around starting at the screen for 15 minutes waiting for a new
line of numbers appear — if not: submit to the cluster queue. For instance, one might try and address
the question: “For a given total release of fossil fG€b,, is it safer to burn it slower?” The answer
is maybe not completely obvious, as burning carbon resources slower will result in a small global
impact, but perhaps one that persists for longer(??). You could conceive of an ensemble (related
set) of model experiments, maybe one of FafCyr! for 1 yr, one of 10PgCyr 1 for 10 years,
and one of PPgCyr1 for 100 years, and run them all for e.g., 100 yeafas jobs submitted to the
gueue, all can be run simultaneously (with blank spaces between commaiidsh):) forgetthe
control experiment! (configured the same, except wigCyr-! of emissions for 100 years).)

Note note that ideally you would create a newcing based on the original if you are editing
the same origindiorcing and expecting to run different ones at the same time. Really, this is little
more than you did in copying and renamiager-confidiles in order to create new experiments ...
except that now it involves copying and renaming entire directoriegite-forcings. Remember
that theforcingis specified by the directory name assignedgopar_forcing_name (enclosed in
>’) and you will need to change this to match the name of yourfoeging directory.

Determining thresholds of environmental impact

There are various concerns about the impacts of continuing fossiCfogkemissions and a num-

ber of proposed climatic (e.g., the5iC paris protocol global warming limit often mentioned in
policy documents) and ecological ‘tipping points’. You could assess the maximum allo@@ble

emissions to remain within particular global environmental limits in the model. For example:

e What is the maximum total O, release that can be made without inducing aragonite under-
saturation at the ocean surface anywhere (or any season — see Section 5.2.3 in the User Man-
ual for seasonal time-slice data saving)? How important is the time-scale of emissions in
determining this? For total emissions above this: where in the ocean does the surface first
become under-saturated and what sort of (calcifying) organisms might be impacted there?
How large would the emissions have to be in order to start to induce under-saturation with
respect to aragonite at the surface in the tropics (home to socio-economically important reef

"These all represent rather unrealistically small tG@h releases and you may want ot consider a total more like
1000PgCor rather more. You may also want to think about more realistic shapes rather than pulses, such a some sort of
ramp up and then down in the emissions rate (but for the same total emissions).
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systems)? These are questions that can be addressed with Giyplelease experiments in
ocean carbon cycle models and everyone seems to get a GRL paper out of it each and every
time!

e How important areCO,-climate feedbacks in amplifying or diminishing future climate and
ocean carbonate chemistry changes — e.g., is the same atmos@@sieghue reached with
and without climate feedback (and surface warming) — if not, why?

Hint: the solubility ofCO, in sea-water is a function of temperature and at higher tempera-
tures,CQO; is less soluble. This means that with climate warmi@@, solubility declines,

less is taken up by the ocean and more is left in the atmosphere — driving further heating in
positive feedback.

All your CO, emissions experiments to date have had this feedback enabled — specified at the
top of theuser-confidile by:

# set climate feedback

ea_36=y

To quantify the role of the carbon-climate feedback, you need to run an identical emissions
experiment, but with the feedback disabled:

# set climate feedback
ea_36=n

Note that you also to need to run a historical transient experiments with no carbon-climate

feedback, if you are starting emissions experiments from the year 2010. i.e. you will have a

set of future emissions experiments including the carbon-climate feedback that are run from a
historical transient experiments that also includes carbon-climate feedback, vs. a set of future
emissions experiments without the carbon-climate feedback that are run from a historical

transient experiments thatsodoesnot include carbon-climate feedback.

The importance of the feedback is simply the difference between the 2 sets of experiments,
at the same year.

e Also: How large &0, emission does it take to significantly ‘collapse’ the AMOC and over
what time-scale? (Or alternatively: what is the atmosphe@, threshold for AMOC col-
lapse inmuffin?)
If the AMOC weakens or collapses ... why in the absence of a prescribed freshwater pertur-
bation does this happen? What physical process are at play in response ©0Qapalease
too the atmosphere that may act to reduce or shutdown deep-water formation in the ocean
model? (Plotting appropriate ocean property anomalies betwe@&heclease experiment
and a control experiment might help.)
Related to a previous possible investigation — does the r&@®&gfncrease (for the same total
release) matter? If so, why? What is happening in general to the structure and dynamics of
the upper ocean when surface warming is very rapid?

Experiments could be hypothetical and consistinG©p pulses or ramps (or exponentials) and run
on directly from a pre-industrial spin-up, or more ‘realistic’ and run on from the end of a historical
transient experiment (e.g., starting in y@an0).
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Also:

e How much carbon can be burned (and how quickly) such that atmospite@¢ does not in-
crease any further and remains at some specific value (you mighkick x4 preindustrial
pCQ;, (ca. 278 ppm))? This is difficult to determine well because to hold atmospp€fs
constant, continuing emissions are required&s continues to be taken up by the ocean).

One possible approach to tacking this, might be:

1. Run one or more (SRES) emissions scenarios and find the year at whiclpGogr
threshold value is crossed.

2. Re-run the same emissions experiment, but only for as many years as the threshold-
crossing year you had identified, is reached. This will become youreestart

3. Create a new experiment, with zero emissions, and run on from your new re-start. You
should see atmosphenxC O, start close to the value you reached at the end of the last
experiment, but then decay away as the ocean continues to absorb carbon from the at-
mosphere. The decline in atmosphepiCO, each year tells you something about the
yearly emissions needed to keep atmosphe@©, constant.

An approximate rule-of-thump, is thappmin atmospheripCQ; is equivalent to PgC
(actually, a more exact conversion ipdm= 2.123”gC). So you could calculate a
yearly time-series of how much (in ppm) atmosphg@0O; falls by each year ... con-
vert this to PgC, and then create a niercing, with this as the annual emissions.

4. Create and run a new experiment, from the sasrstart experiment you created, and
apply the new emissions forcing you created. See if atmosph€ is approximately
maintained constant(?)

5. If not sufficient constant to your satisfaction, you could also carry out a second iteration
— calculating from your latest experiment, the ppm changed@, each year, convert-
ing to an emissions rate, and running a further experiment ...

Note that if you 'overhsoot’ an@CQO; rises above the threshold value rather than falls
below, you are allowed to hawenegative carbon emission to the atmosphere in your
forcing.

6. The sum of the carbon emissions up to the threshold being reached, is your answer to
how much more carbon can be burned and not cross that threshold ... but you will see
that after that, further emissions are allowed withpGO, exceeding the threshold. So
the answer e.qg. for year 2100 (or 2200) will be larger.

There are automated ways provided in the model framework of achieving this, and you can
for instance simply telmuffin to maintain a specific (or changing) value of atmospheric
pCQO,;, and from this diagnose the emissions rate that was required. For instance, you'll

see in the originate-start user-configor this chapter +AB_3.SPIN — the forcing used is
worjh2.preindustrial, and if you go an look in that forcing directory:

biogem_force_restore_atm_pCO2_sig.dat

you will see that this basically requests that atmosphe@ic), is held at 27 pm (0.278 x
10-%atm). You could then copy and rename tfidscing, and change:

0.0 278.0E-6
999999.0 278.0E-6
to:

0.0 556.0E-6

999999.0 556.0E-6
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(in the case of ax2 preindustrialpCQ, threshold). muffin will then attempt to maintain
pCQO; at this specified value. The equivalent carbon emissions required to do this, are diag-
nosed and provided agiae-serieoutput (in units oimolCyr1) in file:
biogem_series_diag_misc_specified_forcing_pCO2.res

e Similarly — how much more carbon can be burned but still keep global mean surface air
temperature from rising beyond the 'Paris’ limit 6f(as compared to preindustrial)?
This is also difficult to determine well because there are significant climate lags in the system
with warming continuing even if atmosphep€0, was held constant.
Trial-and error would be one approach ...

6.2.3 Future atmospheric CO, concentration pathways (RCPs’)

The more recent/current incarnation of IPCC future scenarios revolves not around making pro-
jections of future greenhouse gas emissions rates, but rather future greenhouse gas concentration
pathways. (The reasoning is partly to cut out the differences in carbon cycle feedback between
models, where for the same uliD, release, different climate/Earth system models might project

a different atmospheri€O, concentration and hence climate change (in addition to differences be-
tween models in climate sensitivity).) muffin, these work pretty well much like in the historical
forcing scenario, where the observed change in atmospBG€&daoncentration in the atmosphere

with time, is prescribed and the model 'forced’ to conform to this trajectory.

A series of RCP scenarios for how atmosph€n@, concentrations may evolve with time are
provided. Each actually starts at year 1765 and hence incorporates the historical transient. They can
hence be used with an experiment starting at 1765eastiartingfrom a steady-state preindustrial
spin-up Or they can be jumped into at ay point, and e.g. experiments started at year 2010, when
only the year 2010 onwards part of t68©, restoringforcingis utilized. The RCRorcingscurrently
provided are:

PYYYYyz.RpCO2_Rp13CO2.RCP3PD
pyyyyz.RpCO2_Rp13CO2.RCP4p5
pyyyyz.RpCO2_Rp13CO2.RCP6p0
pyyyyz.RpCO2_Rp13CO2.RCP8p5

and can be selected simply by changing the name of the forcing imstireconfy, e.g.:

bg_par_forcing_name=’pyyyyz.RpC02_Rp13C02.RCP8p5’

which would select the RCP8ggenario.
NOTE: ensure that the scaling parameters are either commented out, e.g.:

#bg_par_atm_force_scale_val_3=8.3333e+013
#bg_par_atm_force_scale_val_4=-27.0

or simply deleted in their entirety (because the RCP forcing contains the actual values/correct units
and you do not need to modify them any further).

The equivalent carbon emissions required to follow these concentration pathways are diagnosed
by muffin and provided as ime-serieutput (in units ofmolCyr-1) in file:

biogem_series_diag_misc_specified_forcing_pCO2.res
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Isotopic tracing of fossil fuel CO, uptake

The experiments on fossil fu€lO, emissions to the atmosphere include an assumed isotopic com-
position of the emitted carbon. For any of the carbon emissions experiments you have run (including
the historical transient) — explore in the 3D output how the isotopic composition of fossil fuel car-
bon is propagated from the atmosphere into the ocean and through the ocean via its large-scale
circulation. The variable you want to plot isicn_DIC_13C8. In this, it is helpful to also take a
control experiment (you did run one, right ... ?) and create a difference map to better visualize how
the 513C patterns in the ocean evolve throuijne.

By default, fossil fuel carbon is tagged with a mean fossil fuel isotopic signatur@@f,,. This
in set by the parameter:

bg_par_atm_force_scale_val_4=-27.0

which scales the value of@ specified in the fil®iogem_force_flux_atm_pCO2_13C_sig.dat in the
forcing directory, which in the previous fossil fuel release experiments wagdhie-forcing sub-
directory:

pyyyyz.FpCO2_Fp13CO2

To create a more pronounced 'tag’ (or tracer) of fossil fuel carbon, you could, for instance, make
the assumed value of ti¥0, more negative, e.g-60%would be the signature of methane (natural
gas). You could also push the value even more negative and consider it an idealized numerical tracer
of fossil fuel carbon (note that the lowest value you are allowed to se9@);).

(Also see: 12.2.1)

8Also calculated and saved are the isotopic compositions of the 3 different aqueous carbonate chemsitry components
—carb_d13C_CO2, carb_d13C_C032, andcarb_d13C_HCOa3.
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READ.ME

You will need the followingre-startsfiles prior to embarking on the experiments in the Chapter.

7.1 This is the basic singl€Q,) nutrient biological export scheme configuration.

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.p_worbe2.BASES.ridgwelletal.SPIN.tar.gz

7.2 A single POy) nutrient biological export scheme but in a higher (vertical) resolution ocean.
$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.p_worjh2.BASES.caocetal.SPIN.tar.gz

World Ocean Atlas modernPQ,) climatology (re-gridded/interpolated observations), re-
gridded to the same ocean grid&&\MPLE.worjh2.Caoetal2009.SPIN

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
worjh2.p_an.200709.nc

World Ocean Atlas modert),) climatology (re-gridded/interpolated observations), re-gridded
to the same ocean grid B8AMPLE.worjh2.Caoetal2009.SPIN

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
worjh2.0_an.200709.nc

7.3 $ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.p_worjh2.BASES.crichtonetal.STND.SPIN.tar.gz
$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.p_worjh2.BASES.crichtonetal .TDEP.SPIN.tar.gz

7.4 $ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.p_worjh2.BASESFe.FeMIP.SPIN.tar.gz

7.5 (as per for 7.4)

Extract the results in the usual way and in the usual place ... and retgemitamain in the usual
way ... all ... as usual.
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The ocean’s biological pump

In this Chapter we’ll step through some of the facets of the cycle of carbon (and nutrients) in the
ocean — the ’biological pump’. And then in a later section we’ll look at the same processes but in a
different way — through the lens of 'geoengineering’ (and hopefully learn something further about
how it all 'works’).

muffin incorporates a variety of options for simulating biological export production. To date,
these have all been rooted in what is effectively a nutrient mass balance approach to estimating
export production, nicely encapsulated by Ernst Maier-Reimer as: “conceptually not a model of
biology in the ocean but rather a model of biogenically induced chemical fluxes [from the surface
ocean]” Maier-Reimer,1993]. Hence in schemes of this nature — which we will term ‘biogenic
flux’ schemes — there is no attempt to explicitly account for changes in cell numbers/biomass and
hence, nor zooplankton, which will impact a bias particularly in the seasonal time-dependent re-
sponse of export. Previous biogenic flux schemes utilizedhuffin considered a single nutrient
(P limitation) only and took either restoring to observations [Cameron et al., 2005] or explicit P-
limitation [Ridgwell et al., 2007a,b] approaches. More recently, additional limitation by iron (P+Fe)
has been implemented, while nitrogen cycling (including N fixation and denitrification) and hence
P+N limitation, has been implemented and explored in the context of extreme nutrient and oxygen
cycle perturbation associated with the Cretaceous Oceanic Anoxic Events [Monteiro et al., 2012;
Naafs et al., 2029]. Work currently in development includes the additional consideration of Si limi-
tation (P+Si limitation) control on production of diatoms vs. non-diatoms folloviRidgwell et al.
[2002].

Overall, biological production and net export of particulate (POM) and dissolved (DOM) or-
ganic matter plus calcium carbona@aC Q) are directly determined by the availability of nutrients
(phosphate and/or total dissolved iron ancM@z?j (and/orNH,") and/or dissolved silica) together
with the degree to which physical conditions, particularly light and temperature, are conducive to
growth. DOM is remineralzied (transformed back to inorganic dissolved constituents) relatively
rapidly (a ca. annual time-scale) and hence mostly at or close to the ocean surface, while POM is
assumed to sink down into the ocean interior. $tiflse at al.[2017} for a comprehensive review
(esp. of implementation in models).

Note that a full description of the various biological and ocean interior remineralization schemes
(together constituting the biological pump) is not given here as background. Rhheeleant
providedreferenceshouldbe read (rather than e.g. downloaded and forgattgn

lHulse, D., S. Arndt, J.D. Wilson, G. Munhoven, and A. Ridgwell, Understanding the causes and
consequences of past marine carbon cycling variability through models, Earth-Science Reviews 171,
dx.doi.org/10.1016/j.earscirev.2017.06.004 (2017).
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What should you be thinking of looking at in terms of model output to understanding something
about the role of the oceans biological pump in the Earth system (and climate dynamics)?

Each subsequent exercise will direct you to some of the outputs to analyse/visualize that are
directly relevant to the question (model experiment). In addition to that, what follows is a brief
general over-view of relevant fields.

e Firstly, it is worth noting, if you have not already, the summary text file:
biogem_year_yyyy_yyy_diag_GLOBAL_AVERAGE.res whereyyyy_yyy is the mid-point of the
annual average year saved. Hence for the provided 10,000 year spin-up
muffin.CB.p_worbe2.BASES.ridgwelletal.SPIN, the file is:
biogem_year_09999_500_diag_GLOBAL_AVERAGE.res.

Each of these files contains summary information associated withteaekslice Model
properties that you might pay particular attention to includes:
— ATMOSPHERIC PROPERTIES
Atmospheric pC02 : 278.000 uatm
Atmospheric pC02_13C : -6.500 o/o00
is a useful place to find e.g. the final (annual average) value of atmosp@ic(rather
than searching to the end of the relevamte-seriedile).
— BULK OCEAN PROPERTIES

Ocean DIC ..... : 2211.435 umol kg-1 <->  0.2977295E+19 mol
reflecting how much carbon is stored in the ocean,

Ocean PO4 ... : 2.154 umol kg-1 <-> 0.2899897E+16 mol
the ocean nutrient (here: phosphorous) inventory,

Ocean 02 ... : 221.288 umol kg-1 <->  0.2979245E+18 mol

is the average concentration of dissolved oxygen in the ocean (and its inventory).

— SURFACE EXPORT PRODUCTION
Export flux POC : 204.253 umol cm-2 yr-1 <->  0.7505843E+15 mol yr-1
Export flux CaCO03 : 28.624 umol cm-2 yr-1 <-> 0.1051875E+15 mol yr-1

fluxes reflecting the global biological export of particulate organic matter and calcium
carbonate, and then

SURFACE EXPORT PRODUCTION
Export flux POC : 204.253 umol cm-2 yr-1 <-> 0.7505843E+15 mol yr-1
Export flux CaCO03 : 28.624 umol cm-2 yr-1 <-> 0.1051875E+15 mol yr-1

is the residual flux that actually reaches the sea-floor.

Finally, there is a summary of the summary, which is often the most useful of all:
— SURFACE EXPORT & SEDIMENT DEPOSITION (RAIN) FLUX SUMMARY

Total POC export : 0.7505843E+15 mol yr-1 = 9.007 PgC yr-1
Total CaCO3 export : 0.1051875E+15 mol yr-1 = 1.262 PgC yr-1
Total POC rain : 0.8654062E+14 mol yr-1 = 1.039 PgC yr-1

Total CaCO3 rain : 0.5191799E+14 mol yr-1 = 0.623 PgC yr-1
where carbon fluxes are also given in helpful and literature-friendly unig6fyr*.



105

e Secondly, theime-seriediles related to much of the aboviene-slicesummary information,
e.g.:
biogem_series_fexport_POC.res
biogem_series_fexport_PORres
biogem_series_fexport_CaCQO3.res
are thetime-serieof the carbon and phosphorous of particulate organic matter export,
and that folCaCQ;, and

biogem_series_ocnsed_POC.res
biogem_series_ocnsed_PORres
biogem_series_ocnsed_CaCO3.res

the corresponding fluxes at the sea-floor.
biogem_series_ocn_PO4.res
will tell you how what the global annual average nutrient concentration is (left) at the
surface, and
biogem_series_ocn_O2.res
the average concentration dissolved oxygen in the ocean and at the sea-floor.

e Thirdly, netCDF outputs.
— In the 2D netCDF:
bio_export_POC
bio_export_POP
bio_export_CaCO3
== gpatial fields of the export flux ¢fOC, POP, CaCG;, and variables witlfocnsed in
place ofbio_export in its name the flux distributions to the sea-floor.
Derived from these:
misc_sur_rCaCO3toPOC
misc_sur_rPOCtoPOP
are the rations c€aCQ;/POC andPOC/POP, respectively.
There are then some fields for surface and benthic tracer concentrations, such as of
phosphate.

— Inthe 3D netCDHRpio_* are the 3D spatial distributions of particles setting down through
the ater column bio_fpart_* is the particulate flux densityjo_foarttot_* the total flux
associated with each grid point, anid_foartnorm_* are the fluxes in the water column
normalized to the export flux out of the base of the surface ocean layer.

Also see spatial distributions of dissolved carbon, nutrients, and oxgtgen

Using thespin-upexperiment results, explore and/or plot some of these fields.
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Basic controls on biological productivity

The following exercises will utilize one of the more basic representations of the biological pump
— one with only a single nutrient (RPpotentially limiting to biological export, considered. The
scheme is described in full iRidgwell et al.[2007F. Note that this specific configuration of the
(modern) ocean model accounts only for 8 layers in the ocean (but spanning the sab@®

water depth range as the 16-level model configuration used in evaluating AMOC stability as wel
as fossil fuelCO, uptake). Although the limited vertical resolution of the 8-level model places
additional constraints on the ability of the model to reproduce features such as oxygen minimum
zones in the ocean, it does enable a much shorter run-time (via a longer time-step in the model as
well as about a 50% reduction in the total number of ocean cells). Hence we are making trade-off
between model fidelity (in reproducing observed distribution of tracers in the modern ocean) and
speed (and hence the ability to more effectively ’play’ with the Earth system in a relatively short
amount of real time).

We will consider the following scientific questions as a starting point, and then devise some
model experiments to address them them all:

1. What would the Earth look like with no biological production in the ocean? Specifically:
how important is the biological pump in controlling atmosph@@0, and how much higher
would pCO; be in the absence of biology (and a biological pump) in the ocean?

2. Conversely, is the biological pump operating at its maximum efficient in the ocean today, and
if not, how much more could atmospheq€O, conceivably be lowered by increasing its
strength/efficiency?

3. Associated with #1 and #2 — how does the biological pump affect the distribution and hence
availability of dissolved oxygen in the ocean? (How more oxygenated would the ocean be
with no export of organic matter into the ocean interior, and how much more severe would
oxygen depletion be if plankton were able to utilize all the nutrients at the ocean surface?)

4. If carbon and nutrients are returned back to solution (remineralized) much closer to the ocean
surface, does atmosphef€ O, increase or decrease??? (The faster return of DIC to the
ocean surface will tend to increap€0, while the return of nutrients will tend to enhance
biological productivity and decreag®O; ... so the answer is not necessarily intuitive and
hence why we build and run computer models.)

5. What about if carbon and nutrients are much more efficiently exported into the very deepest
parts of the ocean — do@€ 0, increase or decrease (and what happens td@;§).?

6. What is the role of the calcium carbona@aCG;) ‘counter pump’? How much higher is
pCQ; in the presence of calcifying organisms in the ocean compared to just organic matter
production and cycling?

7. What is the role of large-scale ocean circulation in dictating the cycling of carbon and nutri-
ents and hence setting the patterns of ocean oxygenation. (For example, how would a chance
in the AMOC impact atmospherigCQ,?)

8. What about feedbacks with climate — how does changing global surface temperature (and
hence ocean circulation patterns and sea-ice extent) modulate the impact of changes to the
biological pump in the ocean? Is the resulting feedback positive or negative (and why)?

2Ridgwell, A., et al., Marine geochemical data assimilation in an efficient Earth System Model of global biogeochem-
ical cycling, Biogeosci. 4, 87-104 (2007).
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The associated experiments would ideally be run for several thousand and maybe as long as
5000 years in order to obtain a complete new (quasi) steady state of carbon and nutrient cycling in
the ocean. However, the main impacts in the ocean and on atmospkEdictend develop rela-
tively rapidly (decades). Hence model experiments could be run for a few 10s or perhaps a few 100
years to see something 'happen’. A full 5000 years can also be run but periodically downloading
and viewing the results as the experiment progresses and not necessarily waiting until the end of
the experiment, or even ever looking at the final state! As always — if possible — run a represen-
tative (or perhaps the most extreme, such as shutting off the biological pump entirely) experiment
for 5,000 or even 10,000 years, and answer for yourself how long the different facets of the system
(ocean circulation if that has been modified or if there is a feedback with climate, total global export
production, mean ocedf,|) take toadjust.

All the experiments in this first subsection will start from the samstar and are based on the
sameuser-confid. To run an e.g. 100 year experiment (but it need not be this — see above) using
the templateuser-configand providede-startwould look like:

./runmuffin.sh muffin.CB.p_worbe2.BASES LABS EXP.7.1la
100 muffin.CB.p_worbe2.BASES.ridgwelletal.SPIN

(When you run new experiments, remember to copy and rename the praxgdedonfigexRr7.1a
in order to create new and unique experiments each time.)

Whatever you plan to do re. perturbation experiments to explore the working of the ocean’s
biological pump, the first thing to do, is to runcantrol experiment for however long you have
decided to run all the actual experiment experiments for. (You need not wait for this to finish, but
can submit it as §ob to the cluster and get on with running some real experiment experiments.)
The control experiment can simply be derived (copied) fiotp7.1, with no further alterations
in parameter values needed. In thser-config the value of atmospheripCG; is not prescribed
(there is noforcing defined) and hencpCQ; is free to respond to any change in parameters. In
the case of the control — there are no changes in the biological pump parameters compared to the
spin-up so you should see no (or little) drift ipCQO, occurring. A substantive drift in the control
experiment (e.g. 1$of ppmof CO, in the atmosphere over 100 years) is your way of knowing that
you have either used the wrongrstartor have accidently modified key parameters in your control
experimenuser-configcompared to those used to generaterdhstart

Plan in advance the output you want to view and make sure it is going to appear(!)usethe
config— check that the results/output select 'level’ is going to give you the output you are expecting.
In the examplauser-configthis is specified by:

bg_par_data_save_level=7

(Refer to Section 14.4 and Appendix |, for more details on how different (2D andiBig}slice
variable fields andime-seriesare selected to be included in the model output.)

Also note that in the examplaser-configprovided, netCDF time-slices are only saved at the
very end (final annual average) of the model experiment, regardless of how long that is:

bg_par_infile_slice_name=’save_timeslice_NONE.dat’

You may want to request more frequent saving of the spatial fields — see Section 15.2 (nd 15.3).

3As per described in Ridgwell et al. [2007].
4The samaiser-conficas used to generate thestart (with the exception that the atmosphefi®, concentration is
no longer prescribed).
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In terms of the specific 'questions’ at the start (the numbering system is the same in the following),
the parameters and parameter values to change and well as what to ’'look for’ are:

1. The parameter scaling the rate of nutrient uptake (and hence biological export) is:
# maximum rate of conversion of dissolved P04 into
# organic matter by phytoplankton (mol kg-1 yr-1)
bg_par_bio_k0_P04=1.9582242E-06
(in units ofmol PQykg~tyr—1). Setting this to zero would 'turn off’ completely the biologi-
cal pump, leaving you with a abiotic ocean.

What to look for? The value of atmosphepE€0,. You might also confirm that biological
export really is zero (so check the fluxes).

To obtain these values you can refer to the respective time-series results files. Or, the sum-
mary text file:biogem_year_yyyy_yyy_diag_GLOBAL_AVERAGE.res whereyyyy_yyy is the mid-

point of the annual average year saved. Each of these files contains summary information
associated with eadime-slice including mean atmospheric composition, mean ocean com-
position, biological export fluxes. The same information can be found in vatiimesseries

files, but sometimes it is simply easier to find it here in one place!

2. Similar to above — nutrient uptake and the strength of the biological pump can be enhanced
by increasing the value of the parameigrpar_bio_k0_P04 (maybe 10 times larger?). The
question is then what does the ocean and atmospp€@; look like if the biological pump
is operating at its maximum rate and (almost) all nutrients are consumed at the surface. (If
you find that there are regions of nutrients that never get fully consumed ... why?)

3. For the question on dissolved oxygé@4]) availability in the ocean interior — the parameters
and experiments are as above, except you are looking for how the mean and distribution of
dissolved oxygen in the ocean changes. Mean od®gnvplues can be obtained form time-
series of the summary file. Spatial distributions are recorded im&€DF output. You
might view horizontal or vertical slices (from 3D), or benthic distributions (2D). Think about
where animals tend to live and where they could potentially be impacted if export from the
ocean surface was much higher than 'today’ @pa-up.

4. The parameter controlling the depth-scale (and vertical distribution) at which particulate or-
ganic matter (POM) is remineralizated in the ocean interior is controlled by:

bg_par_bio_remin_P0C_eL1=550.5195

(units of m). Reducing the value of this parameter forces a greater proportion of sinking
POM to be remineralized closer to the surface, while a larger value pushes particulate organic
matter (and associated carbon and nutrients) deeper down on average into the ocean interior.
What to look for? Largely as before — the summary file is useful for atmosp@€icmean
oceanO,, and global (biological) export fluxes (as you might expect nutrients released closer
to the ocean surface to result in greater surface ocean nutrient supply and hence fuel higher
export). You might also consider the spatial patterns of nutrients and dissolved oxygen.
SeeMeyer et al.[2016P for an example of a study testing these sort of model changes and its
implications (and hence ideas of what else to look for, and for 'reasonable’ parameter values
to test).

SMeyer, K.M., A. Ridgwell, and J.L. Payne, The influence of the biological pump on ocean chemistry: implications
for long-term trends in marine redox chemistry, the global carbon cycle, and the evolution of marine animal ecosystems,
Geobiology, DOI: 10.1111/ghi.12176 (2016).
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5. Conversely, you can also increase the value of the depth scaling parameter in order to force a
deeper mean depth of POM remineralization. You can also partition more of the total export
into a POM form that is assumed to be resistent to degradation and is transported to the ocean
floor completely unchanged (seRidgwell et al.[2007]):

bg_par_bio_remin_POC_frac2=6.4591110E-02

Increasing this value forces a greater fraction of the POM exported from the surface ocean to
reach the ocean flo6r.

In both (4) and (5), it may not be obvious which way atmosphp@€, responds — e.g. for
(4) by returning nutrients more efficiently to the ocean surface, you increase export, and hence
increase the fixation and removal of atmosph&@; from the ocean surface, drawing down
atmosphericpCQO,. BUT, at the same time, carbon released frB@C (as DIC) through
bacterial remineralization, also occurs at a shallower depth and is returned to the surface
more efficiency ... tending to increase atmosphe@c, ... Just this problem — 2 opposing
effects with an uncertain net impact — is exactly why (to find out the answer) you build and
run numerical models of the system!

6. The export o€aCQ; from the ocean surface is calculated as a ratio to the exp&®Gat By
default, this ratio varies with the carbonate chemistry (saturation state) of the surface ocean,
following Ridgwell et al.[2007a] (and see aldRidgwell et al.[2007b] andRidgwell et al.

[2009]). The scaling parameter controlling the molar ran&%t is:
bg_par_bio_red_P0C_CaC03=0.044372

Setting this zero will effectively turn back the clock 208 to a world prior to the evolution
of planktic calcifiers (e.g. se®idgwell[2005]), or conversely, a future world in which they
are all driven extinction from ocean acidification ...

What is the impact on atmospheqO, of setting this to zero? From your knowledge of
carbonate chemistry ... why does this happen? You might try e.g. doubling the value (and
hence doubling the export &faCG; from the surface ocean). As well @€£0,, you might

also look at fields oALK (or other carbonate chemsitry parameters) in the ocean to see what
other geochemical changes occur.

Because (rightly or wrongly) in the mod€aCQO; depends on surface oce@r{w.r.t. calcite)

you might explore what happens @aCQO; production and export under a release of (fossil
fuel) CO, — simplest here is to use the same re-start, and create and add a forcing to the
user-configo implement a large pulse or continudi®, flux to the atmosphere

6See Ridgwell et al. 2007] for a description of how this all works.
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7. While itis possible to add a freshwater 'hosing’ forcing (as used in an earlier Chapter/exercise)
to modify large-scale ocean circulation, there is a simpler way just to 'turn off’ the AMOC in
the standard modern continental configuratiomeifin .

The consequence of using the simplifieMBM atmosphere in conjunction with no topog-
raphy over land, is that the net moisture transport from the Atlantic to the Pacific in the real
world, is not reproduced. (This net transport is primarily a consequence of the blocking
of Westerly transport moisture across the North American continent by e.g. the Rockies,
while low latitude Trade Winds travel relatively topographically unrestricted through Cen-
tral America, meaning that moisture transport from the Pacific to North Atlantic is partly
blocked, while the reverse lower latitude transport is now.) To correct for this, there is a
built-in prescribed moisture transport (technically, a negative salinity transport), principally
from the North Atlantic to the North Pacific. In the model, there is a scaling parameter for
the magnitude this transport ... which can be set to zero ... hence removing the prescribed
moisture transport and likely leading to a collapse of the AMOC.

To kill (collapse) (hopefully) théMOC in the modern continental configurationrotiffin,
set:

ea_28=0.0

Stuff to look for — in addition to how the AMOC changes (e.g. plot the stream-function)
how do the patterns dPO4] and[O,], particularly in the deep North Atlantic change? What
impact does this have on global export production, and ultimately on atmospiaDi?

8. Finally, you might explore how in some (or all) of the above experiments, a changing climate
in response to changing atmosphepi€O,, in turn modulates the impacts through carbon-
climate feedback.

By default in theuser-configclimateCO, feedback is disabled:

ea_36=n

i.e. changing atmospherigCO, does not influence the climate system (which remains im-
plicitly forced with a preindustrial radiative forcing value). This allows us to avoid compli-
cations arising due to carbon-climate feedback and hence obtain a the underlying response of
the system to changing the biological pump in the ocean.

You can re-enable climate feedback by setting:

ea_36=y

Impacts may include (but not be limited to): ocean stratification (rapid warming) and/or
changes in convection at high latitudes, increased/decreased sea-ice extent that affects the
ocean surface area available for biological export, changing solubility of oxygen in sea-water.
Note that in this particular simple biological export scheme, there is no temperature-dependence
of biological activity and hencexport.

And that pretty much wraps up all the main knobs that it is possible to play with using the very
basic biological pump schemetinuffin. (However, a few further ideas follow ...)
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Further ideas
You might also play with the ’half saturtaion constant’ for nutrient uptake @elgwell et al.
[2007]):

#[P04] M-M half-sat value (mol kg-1)
bg_par_bio_c0_P04=2.1989611E-07

As set, this specifies that atRO;~ concentration of about.2umol kgt, growth (net export) is
restricted to half the maximum (and then declines further at even lower ambient nutrient concentra-
tion).

You might, for instance, try setting the value to zero, which assumes maximum growth can
continue right up nutrient completely running out. This would be similar to assuming all the primary
producers in the ocean had extremely small cell sizes (and hence low half saturation values) and
were adapted to oligotrophic conditions.

Or, test an ocean dominated by assumed very large cell sizes and phytoplankton that struggle
under anything other than fully eutrophic (high nutrient) conditions. e.g. you might try values of
1.0umol kgt (1.0E-06) or even 20umol kg (2.0E-06) and see what happens, particularly to
the pattern of surface nutrient concentrations afubé.

By default, the update and export in organic matter, of carbon, occurs in a fixed 'Redfield’ ratio,
with Pof(. The classical value is 106 (i.e., for every moIePc@f( taken up from the ocean, 106
moles ofCO, are removed (and fixed into organic matter). The parameter determining this is:
bg_par_bio_red_POP_P0C=106.0

To change the default value (106.0), simply add a new line at the end ak#reconfigfile spec-
ifying the value you want. A larger number means tR@l, is being utilized more efficiently and
more organic matter is being produced for the same nutrient consumption.

You should see impacts on atmosphaeO, and the oxygenation of the ocean interior form
changinghis.

To test the effect of there being more (or IeE’Qf{ in the ocean in the first place, it is possible to
increase the inventory of the ocean as a whole follwing a re; &igrt

bg_ocn_dinit_8=1.0E-6

which will add 1umol kg™* of Poff uniformly to the ocean. (A larger/smaller number will obvi-
ously increase the glacial nutrient inventory by more/less. A negative number will rd?t@ﬁ\Te)

There is one more knob controlling organic matter export and cycling in the ocean that you could
tweak and explore the effect of the assumption regarding how much organic matter produced is
partitioned into particulate form that sinks, vs. dissolved, controlled by:

bg_par_bio_red_DOMfrac=0.66

which specifies 66% of organic matter production is diverted into dissolved fornRiflgevell and
Arndt[2014]. And/or, you might adjust its mean lifetime in the ocean, which by defaul&igr0

bg_par_bio_remin_DOMlifetime=0.5

"Ridgwell, A., and S. Arndt, Why Dissolved Organics Matter: DOC in Ancient Oceans and Past Climate Change, in:
Biogeochemistry of Marine Dissolved Organic Matter Eds. Hansell, D. A., and C. A. Carlson, Elsevier (2014).
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In addition to the primary environmental properties of atmospha@i©, (and climate if you have

the feedback enabled), biological export production (and hence the patterns and magnitude of of
food sources for marine ecosystems), and dissolved oxygen, you might also look at how the patterns
of carbon isotopesd°C) (particularly ofDIC) change in the ocean.

How did the different changes in the biological pump that you tested, alter (if at all) the patterns
of 61°C in the ocean? Can you distinguish between the different biological pump changes, based
on 613C? (Carbonate and organic carbdt’C is a key paleoceanographic proxy and one people
would ideally like to use in order to reconstruct changes in the past such as in the biopagigal)

You might also explore what biogeochemcial cycling (export fluxes and tracer distributions) looks
like in the ocean in a higher vertical resolution and seasonal-forced, 16-level modern ocean circu-

lation model configuration.

To run a 100 year experiment (but note it is going to run much slower now ... so you might
think of using the cluster queBier simply shortening the experiment duration) using the provided
templateuser-configemplate ande-startwould look like:

./runmuffin.sh muffin.CB.p_worjh2.BASES LABS EXP.7.1b
100 muffin.CB.p_worjh2.BASES.caoetal.SPIN

(And see next Section.)

8Because you are changing thase-configyou will need to run the model at the command line for a few years first,
in order to force it to recompile the code and account for the new (larger) array sizes.
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Comparing model vs. observations

Key to having any 'confidence’ in both past and future biogeochemical (e.g. carbon, nutrient, oxy-
gen) cycling and climate dynamics and sensitivity to perturbation in a model, is having confidence
in the model’s ability to adequately reproduce the relevant features of the modern ocean in some
direct comparison made with observations. Note that it is not necessarily critical that every single
feature in the modern ocean is faithfully accounted for — the degree to which the model needs to
match observations is going to depend on the question. For example, if a model is only needed for
making first order projections of changes in atmosphed®, or pO,, the details of the structure of
biogeochemical cycling in the ocean may be less important, as long as the gross patrtitioning of car-
bon between deep ocean vs. surface and atmosphere, or bottom water oxygenation and carbon flux
to the sediments, respectively, is reasonable. Other questions such a involving denitrification may
require more explicit details of the distribution and intensity of oxygen minimum zones (OMZs) to
be able to be reproduced in the modern ocean. However, even in the latter case, if structurally in the
model OMZs tend to be structurally (e.g. as a property of the fundamental ocean grid and physics
and/or biases in circulation) too weak (too higy]), it is always possible to adjust denitrification

(in this example) to occur at the 'correct’ rate by changing parameter values (e.g. of a minimum
[O2]) value at which denitrification occurs). As long as the same structural biases are present in
paleo simulations, there is no reason to believe that projected past ocean denitrification rates would
be incorrect. (In fact, this adjusting of parameter values to correct for some bias and achieve an
appropriate rate of some process, is ubiquitous throughout all Earth system modelling, including
atmospheric physics and particularly cloiadmation.)

As an example/practice in model-data comparison, the output of a higher vertical resolution ocean
model simulation (16 vs. the previous 8 levels in the ocean)fin.CB.p_worjh2.BASES.caoetal.SPIN

—is provided here (seREAD.ME downloads) along with observations of the distributionga,]

and[Oy] in the modern ocean. The latter (observations) are interpolated and re-gridded to a high (1
degree in lon and lat) resolution grid and available as part of the World Ocean Atlas series of ocean
climatologies (both physics and geochemical), and then re-gridded to thensaffive ocean grid

as the provided (16 ocean level) experiment (which is the spin-@aofet al.[2009]).

While the comparison can be made more formally and statistically (with aNt8&€LAB or
python code), much can be gain visually (and indeed this is typically how model-data comparisons
are made in the literature). Fortunately, this visual comparison can be mBdadply and both re-
gridded observations and model output, baieyCDF format, can be loaded int®anoply. When
making visual comparisons, make sure that you use the same scale limits in both plots (these can
be set manually). You can also create difference plots of model minus observations. For difference
plots — be careful when changing depth or longitude slices, that you change to the same slice in
both model and observations. Note that for difference plots the convention is to use a color-scale
that goes from blue (negative) to red (positive) through white (or sometimes, a yellow). Set the
magnitude of the scale limits equal so that zero (no difference between model and data) maps onto
white (or yellow).

You may (and ideally should!) have ideas/thoughts on 'why’ the model and observations di-
verge where they do. These thoughts may well involve processes in the ocean, e.g. is the dissolved
oxygenation feature x due to insufficient ro excessive organic matter remineralization in the ocean,
or is the surface surface dissolved phosphate concentration in region y excessive/over-depleted due
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to insufficient/excessive biological productivity? Perhaps the most fundamental purpose or advan-
tage of models is that they provide you a way to test and attempt to answer such questions (which
are basically questions of understanding global biogeochemical cycles in the first place and how
tracer patterns in the ocean arise). So given a hypothesis for model-data mismatch, you might re-
turn to the previous section and see if a model parameter is listed that could be adjusted in value
to test your hypothesis. In the 2 vague examples — changing reminerilization depth or changing a
control on biological export, might do. (Just note that the first section of this chapter uses a faster
8-level ocean model configuration, whereas the model-data comparisons are on the basis of a 16-
level ocean and so the results of testing parameter changes in an 8-level ocean should be regarded
as qualitatively rather than quantitatively comparable.)
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Temperature and the biological pump

So far, both 8- (non-seasonal) and 16- (seasonally forced) level configurations have not account for
the role of temperature in biological (metabolic) activity and rates of carbon transformation.
A pair of example configurations are provided for you as per publishe@richton et al.
[2021F.
1. Example user-configgxR7.3a and re-startmuffin.CB.p_worjh2.BASES.crichtonetal. STND.SPIN
which is the non temperature-dependent ('standard’) control configuratiGricfton et al.
[2021]. (And basically the same as@ao et al.[2009].)

2. Example user-configixP7.3b and re-startmuffin.CB.p_worjh2.BASES.crichtonetal. TDEPSPIN
which is the temperature-dependent (both biological uptake and water column remineraliza-
tion) configuration.

For both, thebase-configs the samemuffin.CB.p_worjh2.BASES

One thing to do is simply to explore how the biogeochemical cycling (export flux magnitudes and
patterns, nutrient and dissolved oxygen distributions at the surface and down through the water
column) differs. You might then apply a warming perturbation by adjusting the scaling value for
atmospherigpCG; in the prescribed restorirfgrcing;

bg_par_atm_force_scale_val_3=280.0E-06

and see what 'happens’ (contrast the response of non T-dependent vs. T-dependent configurations
under the exact same perturbatioAnd then ... try and deduce why whatever has happened,
has happened ...

9Crichton, K. A., J. D. Wilson, A. Ridgwell, P. N. Pearson, Calibration of temperature-dependent ocean microbial
processes in the cGENIE.muffin (v0.9.13) Earth system model, GMD 10.5194/gmd-14-125-2021 (2021)
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Iron co-limitation of biological productivity

"Iron (Fe) is a “micronutrient”; essential to the biochemistry of all cells and, in particular, for
enzymatic activities associated with photosynthesis and with nitrogen fixation in the marine envi-
ronment. Yet it is only required in very small quantities, as little as one part in 2000 compared to
phosphorus or one in 200,000 compared to carbon!

As with macronutrients such as phosphﬁ@i*) and nitrate NO5 ), supply ofFeto the surface
ocean occurs through up-welling and mixing of ocean waters from below. However, disé@ved
has a short lifetime in the oxygenated seawater environnfrett.the most soluble state, is rapidly
oxidized toF€'!", which is highly insoluble and tends to precipitate out and be removed (scavenged)
by particulate matter settling through the water column. The result is that in up-welling water, the
ratio of dissolvedreto that of highly solubl®O3~ is lower than the ratio required by phytoplankton
cells to grow and divide. Consequently, phytoplankton in surface waters cannot fully utilize the
abundant up-welled phosphate (or nitrate) unless rRelis brought into the system.

Dust is important because mineral aerosols contain iron, primarily in the foFeaXides such
as hematite and oxide-hydroxides such as goethite (found as coatings on other mineral grains).
However, the present-day flux of aeolian Fe is not everywhere sufficient to correct the relative
nutrient imbalance. For instance, dust fluxes to the Southern Ocean are among the lowest anywhere
on Earth, and the aeolidre supply is too small to compensate for the deplétedelative toPOﬁ‘.
Consequently, phytoplankton cannot fully utilize available macronutrients, and disdé@i?d
exists year-round at the ocean surface. Similar reasoning applies to the presence d?@%te’ss
the Eastern Equatorial Pacific. Although dust supply to the North Pacific often appears moderately
high in global model simulations, fertilization experiments in the Northwest Pacific suggest that
this region is still iron-limited. Hence, the geography of complete nitrate utilization at the surface
will be controlled to a first order by the mass distribution of dust depositin'®

10Ridgwell, A., The Global Dust Cycle, in Surface Ocean—Lower Atmospheres Processes, Eds. C. Le Quéré and E. S.
Saltzman, AGU Geophysical Monograph Series, Volume 187, 350 pp.

11Als0 see: Jickells, T. D., Z. S. An, K. K. Andersen, A. R. Baker, G. Bergametti, N. Brooks, Cao J. J., P. W. Boyd, R.
A. Duce, K. A. Hunter, H. Kawahata, N. Kubilay, J. laRoche, P. S. Liss, N. Mahowald, J. M. Prospero, A. J. Ridgwell,
I. Tegen, and R. Torres, Global Iron Connections Between Desert Dust, Ocean Biogeochemistry and Climate, Science,
308, p. 67 (2005).
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All experiments? in this section start from the sanmme-start and are based on the samser-
config':

./runmuffin.sh muffin.CB.p_worjh2.BASESFe LABS EXP.7.4

100 muffin.CB.p_worjh2.BASESFe.FeMIP.SPIN

This is effectively the iron cycle configuration used and evaluat@giiabue et al[2016]*.

Theforcingused in both the experiment includes a prescribed dust flux to the ocean surface (the
Mahowald part of the directory name string). This is necessary because the model configuration
you are using includes a co-limitation of biological productivity by irée)(in addition to phos-
phate POy). (The files associated with the dust forcing aseigem_force_flux_sed_det_sig.dat and
biogem_force_flux_sed_det_SUR.dat but you do not need to edit these files.)

Note that no prescribed value of atmosphgr@O; is given in theforcing for this user-config
(although it was for generating thre-starf) — this is so that any change you make to the marine
iron cycle and hence to the biological pump in the ocean can be seen as an impact on atmospheric
pCG,. This also helps make for a better control experiment, because li¢ibart was somehow
mis-matched with theiser-configor you accidently changed something you did not mean to (or
notice), you could expect to immediately see atmosph#Ei©, starting to drift. (Also note that the
experiments need not be run for 100 years ... you may want longer or shorter, depending on how
you are perturbing the model and what exactly you are 'lookimg)

What to change? (aka, what experiment/playing around to do?)

1. Well ... firstly, you might check that biological productivity is in fact limited anywhere. You
can try 2 different things:

(a) Reduce the half-saturation constantFerlimitation to zero (so phytoplankton growth
is never limited by iron, at least, up to the point where it completely runs out):
# [Fe]l M-M half-sat value (mol kg-1)
bg_par_bio_cO_Fe=0.10E-09
and set this parameter to zero (or something very very small).

(b) Flood the ocean with so much iron that it simply cannot be limiting anywhere.
The dust field itself is sort of difficult to do anything with (in terms of manipulations),
so instead, you can change the assumed solubility of iron in dust — i.e. what fraction

of iron delivered to the surface ocean in dust is assumed to dissolve and hence become
bio-available. The parameter controlling solubittys:

# aeolian Fe solubility

bg_par_det_Fe_s01=0.00291468

And change to ... ? Maybe try an order of magnitude (or more) higher value.

(The second modification is likely to have more impact and come closer to answering the
guestion: what would export production and atmosphe@®, look like if there was no iron
limitation on biological productivity? In the first option, you might still completely run out

of iron somewhere in the ocean and hence limit biological productivity.)

12Note the use of a differemtase-configo previously.

13Remember to copy and rename the E¥R7.4 in order to create new and unique experiments each time.

14 Tagliabue, A., O. Aumont, R. DeAth, J.P. Dunne, S. Dutkiewicz, E. Galbraith, K. Misumi, J.K. Moore, A. Ridgwell,
E. Sherman, C. Stock, M. Vichi, C. Vélker, and A. Yool, How well do global ocean biogeochemistry models simulate
dissolved iron distributions?, GBC DOI: 10.1002/2015GB005289 (2016).

15Note that this is a fractional solubility, not a % solubility, so a value.600 equates to a Dwt% solubility.
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2. A second question/investigation (also utilizinger-configexr7.4) might be to explore the
internal cycling of iron and hence the importance of dissolved iron supplied 'from below’ via
ocean up-welling and mixing, rather 'from above’ and directly from dust.

The dissolved~e content of the ocean interior is set by: ocean transport (iron from else-
where), iron released through the remineralization of organic matter, and iron scavenged
from solution and removed onto sinking particles. of these, you have direct contrdFever
scavenging, via:

# modifier of the scavenging rate of dissolved Fe

bg_par_scav_Fe_sf_P0C=1.338130

that scales the rate at whi€teis removed from solution (this rate also depends on the sinking
flux of particulate organic matter as well as the concentration of 'free’ iron (not bound to
organic ligands and hence assumed protected from scavenging).

Increasing this value will increase the loss ratd-effrom the ocean interior (and surface),
while decreasing it will reduce the rate of loss. Consider an order of magtitadange in
value (in either direction) to create meaningful changes to the marineye. c

What to look for? Obviously, start withCO, (time-seriegandPOC export (which can be viewed

as bothtime-seriesand spatially in the 2hetCDF output). (All of these are also included in the
summary output files.) Also 2D distributions Bt)ﬁ* andFe are highly relevant and useful. For
more involved outputs, also in the 2etCDF output you can find the pattern of iron solubility
(misc_sur_Fe_sol) and the flux of dissolved iron to the ocean surfae&d_sur_fFre_mol).

Also, in the 2DnetCDF output —misc_sur_PO4Felimbalance — is a simple attempt to illustrate
wherePOﬁ‘ (positive values) rather thare limitation of biological productivity occurs. For ex-
ample, high positive values (on scale up t0)Ican be found in the Equatorial Atlantic and Indian
Oceans, suggesting plenty or dissolved iron but no phosphate. The Southern Ocean is more iron
than phosphate limited, while the Pacific gyres (most negative values) are dominantly iron limited,
although may in practice be limited lppth.

You might also look into ...

3. Intoday’s ocean, iron limitation of biological productivity is only regionally important (com-
pared to e.g. in the first exercise you were changing the dissolved iron supplydfrsim
everywhere). So one might legitimately ask whether specific region are iron limited, and
how important this is (or not) to atmosphep€0,. However, changing the dust field is not
trivial, or rather it would be extremely time-consuming to e.g. edit the numbers to double all
the dust fluxes in a specific region (e.g. the Southern Ocean).

As an alternative, we could re-configure the model to read in a field specifying the spatial
pattern of iron solubility, set the values of iron solubility to a uniform valu& %), and then
simply edit the values in the file to create whatever pattern of modified iron input you want.

161t need not be any more than this. In fact, you might try a slightly smaller change, e.g. factor-5.
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To do this, you need to add the following lines to the *end* of tiser-configile’’:

# Replace internal dust Fe solubility field?
bg_ctrl_force_det_Fe_sol=.true.

# Filename for dust Fe solubility field
bg_par_det_Fe_sol_file=’worjh2.det_Fe_sol.MahowaldUNIFORMsol.dat’

which tellsmuffin to use a prescribed field of solubility values rather than calculating it, and
then directamuffin to the file: worjh2.det_Fe_sol. MahowaldUNIFORMsol.dat containing the
spatial pattern of solubility values.

This file can be found in the directorgenie-biogem/data/input and can be edited to change
(increase or decrease) the solubility of iron in dust in specific regions (hence changing the
dissolved iron flux).

It is important to note that the values in this file are % father than fractional solubility. By
default, the file is populated with valuelOeverywhere (at all ocean grid points) 1%, or

a fractional solubility of Q01 (as per was the value of the parametgipar_det_Fe_sol
before).

Lastly, we need to modify the iron scavenging rate:

# modifier of the scavenging rate of dissolved Fe
bg_par_scav_Fe_sf_P0C=0.1

to match the change in iron solubility.

A little care will be needed in running experiments. The change in pattern of iron solubility
and scavenging rate means that the iron cycle will be slightly different as compared to the
re-startand when you start running it, the distribution of dissolved iron and hence iron avail-
ability to biology will start to change, in turn changing the biological pump and atmospheric
pCQO. You could either run a control and subtract the drift in whatever parameters you are
interested in friom the real experiment, or better, spin the adjusted configuration up. For the
latter, you'd take thee-startas before, and maybe run e.g. 1000 years under the new iron
parameter values and see whether the system is re-equilibrating. If this looks 'good’, simply
use this (e.g. 1000 year) experiment as your rexstart

Increasing or decreasing the iron input to different regions of the ocean surface is simply then
a matter of editing the values iorjh2.det_Fe_sol.MahowaldUNIFORMsol.dat in some pattern
(hopefully informed by some hypothesis that you have formulated about iron limitation and
the biological pump).

(Also refer to the geoengineering section following for further thoughts on modifying the flux
of iron to the surface in specific regions of the ocean.)

17Ideally, we would replace or delete a few parameter settings imigke-configfile in order to avoid confusion or
mistakes, but this way is much simpler.
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Ocean carbon geoengineering

Another way to view and understand marine carbon and nutrient cycling and the ’biological pump’
in the ocean is through the lens of geoengineering. In this Section you’ll use geoengineering as an
‘'excuse’ to perturb and elucidate the response of the global carbon cycle and climate system and
hence learn something new/different about Earth system dynamics compared to e.g. its response
only under standard future carbon emissions scenarios.

In the following experiments you are going to explore some of the ocean biological controls on
atmospheric @O, (plus ocean acidification, and the distributions and intensities of oxygen mini-
mum zones). Really, the ‘geoengineering’ focus is just an excuse to be looking at how the biological
pump in the ocean works, how it regulates atmospheZi©4 how sensitive it is to perturbation
and what the consequences are of any changes in it. So if you are uncomfortable with ideas of large
scale manipulating the Earth system, you might instead think about the relevance of the experiments
to e.g. understanding why atmospher@@ was low at the time of the last glacial.

The overall idea of this Chapter is to run futut€®, emissions scenarios and test whether
ocean carbon geoengineering is an effective means for reducing future ocean acidification and ma-
rine ecological impacts (but keeping in mind that you are also exploring the basic natural operation
of the system in doing so). You will require a pre-industsgin-upand will first need to cre-
ate a new historical @O, transient experiment because you are now using a différasd-config
(cgenie.eb_go_gs_ac_bg.worjh2.BASEFe) that includes additional tracers for the marine iron
cycle, i.e. you cannot simply use any of the experiments from previous labeagart e.g. refer
to Section 14.6 for a guide as to what to ‘look for’ in the moddults.

To start with, go ahead and run a new historical transient experimentseAconfigis provided

for your conveniencel(dB_4.historical) ... but maybe check the settings for e.g. start year,

as well as note that there are a number of new parameters to control the iron cycle (amongst other
differences) as compared to before:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASEFe LABS
LAB_4.historical 245 LAB_4.SPIN

(ignore the ‘WARNING's at thestart)

The provided exampleser-config— LAB_4.EXAMPLE — includes parameter settings for control-

ling any one of 3 different possible ocean carbon geoengineering schemes, described below. By
default, these are commented out (== ignored by the model) and only the forcing for the A2 emis-
sions scenariowpor jh2 . FeMahowald2006 . FpC02_Fp13C02_A2_02180PgC) with no geoengineer-

ing enacted, is enabled by default. You might regard this as a control (reference) experiment for
all the with-geoengineering experiments you might run, i.e. the impad@gfemissions in the
absence of any mitigation by geoenginerring. To activate any particular geoengineering forcing:
simply un-comment (delete the # at the start of) the appropriate pair of lines (the first line being the
forcing specification, and the second one the total flux forcing used in the geoengineering scheme).
If you have multiple (un-commented) settings of a parameter {&gpar_forcing_name), then

the value specified in the last occurrence of the parameter, is the one that is applied. This can get
confusing, so if you un-comment out one set of parameter options, comment out (add a # to) the
ones you are not using.
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The geoengineering (and control) experiments need to be run starting from the end of your
historical transient experiment:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASEFe LABS
LAB_4.EXAMPLE 90 LAB_4.historical

Because with a modern configuration and additional tracers in the ocean, the model is running rather
slower than in some earlier exercises, you may not want to run beyond the end of the century (hence
the 90 year experiment duration, starting from year 2010, as suggestes) abov

Each of the example geoengineering scenarios are delineated by its own dpegiifig— a set of
files that live in a uniquely named sub-directory witlgienie-forcings. The three forcings are:

e worjh2.FeMahowald2006.FpC02_Fp13C02_A2_02180PgC_FFe
e worjh2.FeMahowald2006.FpC02_Fp13C02_A2_02180PgC_FP04
e worjh2.FeMahowald2006_FpC02_Fp13C02_A2_02180PgC_FALK

Each forcing includes the A2 SRE3D, emissions scenario, with the annual emissi@Ey
flux) biogem_force_flux_atm_pC02_sig.dat in units of PgCyr-! (== GtC yr-1), hence requir-
ing a units conversion setting in thser-configbg_par_atm_force_scale_val_3=8.3333e+013)
that is provided for you under the headihgC02 emissions scaling. (Ignore the carbon isotope
settings.)

Each forcing also includes a prescribed dust flux to the ocean surfaces{ttaowalad2006
part of the directory name string). This is necessary because the model configuration you are
using includes a co-limitation of biological productivity by iron (Fe) in addition to phosphate
(POy). (The files associated with the dust forcing asesgem_force_flux_sed_det_sig.dat andbio-
gem_force_flux_sed_det_SUR.dat but you do not need to edit these files.) For the role of iron in
controlling ocean productivity: possible starting points for background readingrédgwell and
Kohfeld[2007] (PDF available form my website) dickells et al.[2005] (Science).

The specific details of the 3 different example geoengineering scenarios are as follows:

Iron fertilization

Forcing: worjh2.FeMahowald2006.FpCO2_Fp13C0O2_A2_02180PgC_FFe

— a constant (with time) flux of dissolved Fe (in addition to whatever Fe dissolves into the surface
ocean from the dust flux) is specified istogem_force_flux_ocn_Fe_sig.dat. The magnitude
of the applied flux is then scaled in thiser-configile by the setting:

bg_par_ocn_force_scale_val_9=1.0e+09

Note that this is simply an example total global flux. You might consider higher or lower fluxes, as

well as potentially how ‘practical’ the annual production and supply of such quantities might be.
A spatial pattern of the flux is also defined, in the file:

biogem_force_flux_ocn_Fe_SUR.dat

An example pattern is set (see later for instructions on modifying this) with a row of grid cells
marked along the same latitude in the Southern Ocean. You do not need to retain this pattern. In
choosing an alternative: think about where in the modern ocean biological productivity is thought
to be at least partly limited by the availability of dissolved Fe. Remember that the model may or
may not correspond with reality, i.e. it may or may not predict Fe limitation in the correct regions,
which may affect your choice of location for iron fertilization.
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Phosphate fertilization

Forcing: worjh2.FeMahowald2006.FpCO2_Fp13CO2_A2_02180PgC_FPO4 (‘macro-nutrient’ addition)

—a constant (with time) flux of dissolvét, is specified inbiogem_force_flux_ocn_P04_sig.dat.
The magnitude of the applied flux is then scaled inubker-configoy the setting:

bg_par_ocn_force_scale_val_8=2.0e+12

Again, you should consider this as an example total flux. In choosing a total flux to apply,
points of comparison include whatever the total weathering flux (via rivers) of phosphate to the
global ocean is. Also: global phosphate (fertilizer) production, which produces an interesting po-
tential conflict between geoengineering and food production, although there are proposals for using
fertilized ocean regions for enhanced fish production.

A spatial pattern of the flux is also defined, in the file:

biogem_force_flux_ocn_P04_SUR.dat

An example pattern has been set — here, the Equatorial Atlantic. In choosing your regions(s),
think about where in the ocean (again — there may be differences between real ocean and model)
productivity is currently limited byPO4. Also be aware of possible on-setleé limitation if you
relieve thePO, limitation (i.e., you could potentially lose effectiveness if you supply too niRoh
and instead productivity andO, draw-down is capped by a second factor). You could potentially
considePO, andFe addition at the same time ... ?

Enhanced weathering

Forcing: worjh2.FeMahowald2006.FpCO2_Fp13CO2_A2_02180PgC_FPO4 (alkalinity addition)
—a constant (with time) flux of alkalinity is specified itiogem_force_flux_ocn_ALK_sig.dat.
The magnitude of the applied flux is then scaled inuker-configoy the setting:

bg_par_ocn_force_scale_val_12=5.0e+13

Again, another example total flux. In choosing a total flux to apply, points of comparison
include whatever the total weathering flux (via rivers) of alkalinity (often described in terms of the
bicarbonate ion flux) to the global ocean is. Also: global cement (lime) production. (Note that in
one mole of limeCa0, you have 2 moles of alkalinityOg?+).)

A spatial pattern of the flux is also defined, in the file:
biogem_force_flux_ocn_ALK_SUR.dat

An example pattern has been set — here, bordering the major tropical coral reefs locations in
the Western Pacific. In choosing your regions(s), you might think about mitigating specific ecosys-
tem impacts of ocean acidification, or about the feasibility of transport and proximity to abundant
limestone CaCG; — the source of lime) and/or energy.

Modifying spatial patterns

The spatial patterns of an applied flux forcing to the ocean can easily be modified. The pattern is
specified in a simple ASCII (plain text) file, in the file in the forcing sub-directory endis\R.dat’.
The file (in this example the default Fe pattern) looks like:
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Here: '0's represent land and cannot have a forcing associated with theer@’s represent a
zero flux to the ocean, and ! 0’s the default Southern Ocean forcing pattern. Note that a distinction
is made between &” and a ‘0.0’ so that you can make out where the continents are and do not

necessarily have to count in thendj grid directions to find a specific location. The grid is the
same as you saw previously in tracing ocean circulation, and which numberedrb¢ axes if

that helps. For the ALK forcing,1'. 0's are set off of the coast of Australia and SE Asia and in the

PO, forcing, in the Atlantic.

There is no more to changing the pattern of the flux forcing than simply marking withoa °

where you would like the forcing applied, andaa 0’ where it should not be. Note that there should

be a single blank line at the bottom of the file. (If you have problems applying a modified spatial

pattern — check that this is present.) Copy the eritireingsdirectory and rename each time to
create a new pattern, remembering to change the name foirtieg in thebg_par_forcing name

parameter. (is best to keep a copy of the original forcing in case you make a mess of the spatial

pattern file, but the original can also be recovered from the code server.)
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7.6 Further ideas
7.6.1 Impacts to look out for

e Impacts and ecosystems of interest could potentially be ones residing on the ocean floor, such
as cold-water (deep water) corals, and are not necessarily planktic (/surface) only.

e Don't forget that different calcifying organisms employ different mineralogies (calcite vs.
aragonite), with different saturation states and hence potentially susceptibility to ocean acidi-
fication. Hence thresholds of both aragonite and calcite saturation will be relevant, depending
on the organism. Depending on the organism, saturation changes occurring in specific regions
may much more relevant than a global mean change. Also, it might be the seasonal minimum
value reached, rather than annual averaged minimum, that is critical.

e Some of the arguments against some forms of ocean carbon geoengineering concern the
potential for adverse impacts on marine organisms (and positive climate feedbacks) induced
by decreases in the degree of oxygenation in the ocean, such as expanding and/or intensifying
oxygen minimum zonesnuffin saves 3D fields o©, concentrations that can be plotted in
slices through the ocean of various orientations.

7.6.2 Other thoughts and suggestions

¢ If you want to combine forcings, you need to first update the §itgifigure_forcings_ocn.dat
— this specifies which ocean flux forcing will be used — simply copy the relevant line from
the equivalent file of the forcing to be added. You will also need to copy in the relevant
‘_sig.dat’and ‘_SUR.dat’ files. Remember that in theser-confidile, you will need to set
the relevant flux scaling parameter for each different flux in the forcing.

e By default, theCO,-climate feedback is ‘on’:

# set climate feedback
ea_36=y

Should you want to assess the impacts of geoengineering independently of changes in climate
— the option is there. (Note that under some of the high@dg emissions scenarios, there

may be a degree of collapse of the AMOC that will presumably affect the patterns of ocean
acidification and oxygenation etc.)

e If you are having doubts that your experiment is actually ‘doing’ anything (different from
the control) — remember to create anomaly maps (plots) to look for specific changes in e.qg.
saturation state, pH, or the water column inventory of anthropo@&@ic Even before this —
plot anomalies of the flux you think you have applied, looking specifically at the region you
think you have applied it to. For thispuffin saves the 3D distributions of dissolved Fe and
PO;. See Figures below.

¢ Always be aware of the caveats regarding this specific model (and models in general) — how
much does it different form the ‘real world’ for the modern ocean, particularly in terms of
patterns of carbonate saturation? Does it even simulate anthrop@f@niptake adequately
in the first place?
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Further modifications of the biological pump in the ocean

Other manipulations of the biological pump and ocean carbon cycle are possible and potentially
instructive and in the following examples may be of rather more relevance to past climates and
carbon cycles and e.g. possible reasons for the low atmospgb&da@oncentrations at the last
glacial, as opposed to relevant to geoengineering (a good thing!). The first two of these may have
profound effects not only atmospheri€@, but also on dissolved oxygen concentrations in the
ocean (and hence implications for the suitability of animal habitat such as for fish) and this is
something that you will want to look at as part of your overall assessment of impacts.

Remineralization depth

In the model configuration that you have been using, the degradation of particulate organic matter
sinking in the water column proceeds according to a fixed profile of flux with depth (there is no e.g.
temperature control on the rate of bacterial degradation of sinking organic matteig@itand

POy released back to the seawater as the particulate flux decreases. The parameter that controls the
(e-folding) depth scale of particulate organic matter is:

bg_par_bio_remin_POC_eL1=589.9451

Either edit this value (found under the headimg-- REMINERALIZATION --) or add a new line
at the end of theiser-confidfile specifying the value you want. Units ame

ReadRidgwell et al. [2007] for additional discussion of this parameter. See Figure 2-4 in
Ridgwell[2001] (http://www.seao?2.org/pubs/ridgwell_thesis.pdf) for an illustration of how the flux
of particulate organic matter decreases with depth in the ocean, plus references therein.

There is also an associated parametsg: par_bio_remin_POC_frac2, which sets a frac-
tion of organic matter that is assumed to settle through the water column completely un-altered
(currently assigned a value of 0.045 == 4.5%), but this is arguably less useful to change than the
remineralization length-scale of the more labile fraction (the other 95.5% of particulate organic
carbon exported from the ocean surface).

Note that there may well be no simple parallel that can be found in geoengineering to this pro-
cess. However, there are hypotheses that during the last glacial and as a result of colder ocean
temperatures, the depth scale was longer. Conversely, there are ideas about that the warmer tem-
peratures of the e.g. Eocene ocean and hence faster rates of bacterial metabolism led to a much
shallower remineralization depth scale. So a remineralization depth scale that is responsive to
temperature may have importance in understanding ocean biogeochemical cycles during both past
warm and cold climates as well as obviously, future global change. While you are not implement-
ing a temperature-dependent parameterization explicitly, you can at least test for whether changes
in temperature might have important impacts by simply changing the remineralization depth to be
shallower (smaller depth-scale under a warming climate) or deeper (greater depth-scale in a colder
ocean).

Macro nutrient inventory and uptake

Suggestions have been made that nutrients were used more efficiently during the LGM, meaning
that for the same nutrient uptake at the surface more carbon was exported to depth in the ocean. See:
Omta et al.[2006]. There are also a bunch of (relatively old) hypotheses concerning differences
between glacial and modern ocean in how much nitfe®;() there was. There is fdO; in this

version ofmuffin (just PO, andFe), but an analogous change can be made to the phosphorous

cycle.
For the nutrient-to-carbon ratio in organic matter, the relevant parameter is:
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bg_par_bio_red_POP_P0C=106.0

To change the default value (106.0), add a new line at the end afsteconfigfile specifying
the value you want. A larger number means @Y, is being utilized more efficiently and more
organic matter is being produced for the same nutrient consumption.

To test the effect of there being mdpP®, in the ocean, in addition to using the (surface) flux
forcing as described earlier, it is also possible to simply increase the inventory of the ocean as a
whole in one go:

bg_ocn_dinit_8=1.0E-6

which will add 1umol kgt of PO, uniformly to the ocean. (A larger/smaller number will obviously
increase the glacial nutrient inventory by more/less.)

In terms of geoengineering, changing the ‘Redfield’ ocean plankton might be difficult ... but
not impossible, although we are presumably talking about releases of genetically modified organ-
isms to the entire ocean to achieve this meaning there are obviously some severe ethical concerns.
However, adding macro nutrients suchRG, (more often,NO; is talked about) may be more
feasible.

CaCO0O3:POC rain ratio

Kicked off by a classic 1998laturepaper byArcher and Maier-Reimefsee:Kohfeld and Ridgwell
[2009]), one potential means of changing atmosph€@ naturally at the last glacial involves
changes in the export ratio betwe€aCQ; (shells) andPOC (particulate organic matter). Such a
change in ratio could come about through a variety of ways (e.qg., via the 'silica leakage hypothesis’
(see:Kohfeld and Ridgwel[2009]) and also through the direct effectfed on diatom physiology
(seeWatson et al[2000] in Natureand also Supplemental Information). There are also ideas about
an opposite ocean acidification effect, whereby the less acidic glacial (compared to modern) ocean
led to increased calcification arf@aCQO; export. Note that this response (higher saturation ==
greater rate of calcification) is encoded into your model configuration Riskegvell et al.[2007b].

In muffin, theCaCQG; : POCrain ratio is controlled (technically: scaled) by the parameter:

bg_par_bio_red_P0OC_CaC03=0.0485

The pattern ofCaCG; : POC rain ratio is not uniform across the ocean (why? (sBé&lg-
well et al. [2007, 2009]), and its pattern can be viewed in the @DGEM ) netCDF variable:
misc_sur_rCaCO3toPOC.

(Note that it is unlikely that there is any parallel in a geoengineering context to this process.)
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Figure 7.1:Mean annual ocean surface saturation (aragonite) changesop: pre-industrial

model ocean surface saturation (aragonite) with ReefBase tropical coral reef locations re-gridded
to themuffin grid and color-coded with modern observationally-based saturation values. 2nd and
3rd down: Year 1994 and 2010 ocean surface saturation (aragonite) with ReefBase reef locations.
Bottom: Year 2010 ocean surface saturation (aragonite) under ti32missions scenario.

The thick white line delineates the 3.25 saturation contour (inferred to reflect a limitation on
corals).Examples here produced usingffinplot but equally do-able ifPanoplywith the

exception of achieving a data overlay. These are provided simply to illustrate some of the impacts
you might consider and possible ways of visualizing them.
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Figure 7.2:0cean surface export (particulate organic carbon) and zonglO] anomalies.Left:
anomalies of global mean annual export productionFefertilization (top),PO,4 addition

(middle), and ocean liming (bottom). Right: Zonal mean anomalies of diss@yed
concentrationsExamples here produced usinguffinplot but equally do-able ifPanoplywith the
exception of achieving a data overlay. These are provided simply to illustrate some of the impacts
you might consider and possible ways of visualizing them.
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EcoGEnIE 1.1

Further ideas and investigations

8. Marine ecosystems and dynamics

I

In the chapter we address the role and nature of marine (plankton) ecosystems.

muffin includes an explicit ecosystem component, including primary and export production as
well as plankton biomassECOGEM? — and as an alternative option to the 'bioloigically induced
export flux’ representation of export productiddlQGEM ). The ecological model takes what is
known as a size-structured approach to representing diversity of function in marine ecosystems, and
is flexible in being able to be configured to represent any range of size classes of phytoplankton and
zooplankton (and/or mixotrophs).

Stuff to keep in mind. ..

e We will be working with highly idealised ecosystems in a relatively idealised (modern) ocean.

e The aim is to explore why the model behaves as it does.

e The assumption is that this will give us some insight into why the real world behaves as it
does. Perhaps. (It is up to you to question the validity of this assumption.)

1L oosely based on original workshop material devised by Ben Ward <b.a.ward@soton.ac.uk>

2Ward et al. [2017] — Ward, B. A., Wilson, J. D., Death, R. M., Monteiro, F. M., Yool, A., and Ridg-
well, A.: EcoGEnIE 0.1: Plankton Ecology in the cGENIE Earth system mo@elpsci. Model Dev. Discuss.
https://doi.org/10.5194/gmd-2017-258, 2017.
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Read.me
You will need are-startfile to carry out the experiments in the Chapter:

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CBE.p_worjh2.BASESFeTDTL.FeMIP.SPIN.tar.gz

Extract the results in the usual way and in the usual place ... and retgemitemain in the usual
way ... all ... as ... usual.
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Getting going with ECOGEM

Previously, you were running the standard 'biogeochemical’ versionusfin 3. In BIOGEM , the
biological pump is driven by an implicit (i.e. unresolved) biological community. As in the real
ecosystem, the biological uptake of carbon and nutrients (such as phosphorus and iron) is limited
by light, temperature and nutrient availability. However, unlike the real ecosystem, any uptake
is directly andinstantly converted to particulate and dissolved organic matter (POM, DOM) and
exported to the ocean interior via (gravitational) settling and the ocean surface, respectively. i.e.

production
—>

e surface inorganiautrients POM andDOM

and export

In contrast, in this chapter, we are going get started withEB@OGEM’ ecological modeling
packagé. This will allow us to extend the capabilities ofuffin to examine a range of questions
relating to the role of physiology and community structure in regulating the biological pump and
hence atmosphericO, etc. INECOGEM, biological uptake is again limited by light, tempera-
ture and nutrient availability, but here it must pass through an explicit and dynamic intermediary
plankton biomass pool, before being expressed as the production of POM and DOM:

e surface inorganioutrientsw planktonbiomassexLorE POM andDOM

Plankton biomass creates a delay term in the system such that the occurrence of warm tempera-
tures in a sunlit surface with abundant nutrients does not guarantee immediate and massive carbon
export, because the ecosystem biomass must build up first. This could be important for e.g. the
timing of spring blooms.

Note that while the experimental configurations are based on thdskrmf et al.[2018], here
we use a slightly different modern continental configuration and physics tuning (and hence ocean
circulation state) and a slightly different iron cycle tuniffCOGEM itself has also been adjusted
to reduce the carbon export relative to phosphorous and has photosynthesis suppressed under sea-
ice.

Running the model

We will start with the simplest possible configuration BEOGEM, with just a single (small)
phytoplankton class Run this model at the command line (e.g. for 10 years), as follows:

$ ./runmuffin.sh muffin.CBE.p_worjh2.BASESFeTDTL LABS EXP.8.1 10
muffin.CBE.p_worjh2.BASESFeTDTL.FeMIP.SPIN

(Here, you are using a nebase-config- muffin.CBE.p_worjh2.BASESFeTDTL — identical to the iron-
enabled configuration used in the previous Chapter, but now with the ecosystem model enabled.)

The model will run as before ... except much slower ... :( ... as muffin has to calculate plankton
growth and ecological interactions in addition to everything else it did previously.

3e.g. seRidgwell et al.[2007]

4see: Ward et al. [2017] — Ward, B. A., Wilson, J. D., Death, R. M., Monteiro, F. M., Yool, A., and Ridg-
well, A.: EcoGEnIE 0.1: Plankton Ecology in the cGENIE Earth system mo@elpsci. Model Dev. Discuss.
https://doi.org/10.5194/gmd-2017-258, 2017.

5i.e. as if the ocean was populated with a small species of phytoplankton (photo-autotroph) and nothing else.
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Viewing 2D time-slice output

What is 'new’?
Following the same convention as BIOGEM , ECOGEM time-sliceoutput is saved in the sub-
directory of your experiment results directory, naneedgem .°

1. Open theields_ecogem_2D.nc file by locating it in the correct directory, and double clicking
on it in the file transfer window (if you have that software function configured), or transfer
locally and then open (e.g. iranoply).

2. You should now see a list of 2D arrays that were outpuEBYDGEM . Looking at theL.ong
Name description, simply click on a variable of interest. If a menu window pops up, just
click on Create or hit theReturn key.

3. Check thd?anoply settings to make sure you really know what you are looking at.

¢ Whichtime-slice(i.e. simulation year) are you looking at?
e What is the data range (i.e. colour scale)

A guide to some ke¥t COGEM output variables can be found at the end of Chapser

Comparing to observations

Models are usually intended as an approximation of the real world (whatever that is). It might,
therefore, be useful to check if our approximation is in anyway realistic. We can do this by com-
paring the model outplto observations.

1. You can download a compilation of key biogeochemical variables (as netCDF files) from the
mymuffin webpagd’ Observations for ECOGEM

2. You can open th&EnlIE_observations.nc file in Panoply in the same way as you opened the
fields_ecogem_2D.nc file.

3. You can now compare the model output to a variety of key biogeochemical variables that have
been derived from ocean measurements. The variables BEHE observations.nc hetCDf
file include:

e T and S (not so interesting, except to e.g. evaluate howmetfin simulates different
temperature regimes (and habitats)).

e DIC and ALK (ignore).

e Phosphate is of more interest — how well doesffin simulate surface nutrient avail-
ability, and to what degree does ecosystem complexity help explain observations.

e Observed Chlorophyll is remote-sensed, and can be contrasted with the chlorophyll
biomass simulated bgCOGEM.

You might visually compare model with observations, and/or e.g. create difference maps.

4. When doing this, be asking yourself the question: does the model perform well or poorly
with respect to reproducing these variablesfaf, why not?

6for this particular example experiment, the full path to B@OGEM results would be:
/cgenie_output/EXR8.1/ecogem/.

"NOTE: ECOGEM only saves a limited number of surface (2D) data arrays. You can look at other variables (in 2D
and 3D) by opening the correspondiB§OGEM netCDF files.


http://www.seao2.info/cgenie/data/GEnIE_observations.nc
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Ecosystem configuration

In the last section you ran a very simple configuration of BBOGEM ecosystem model, and
compared it to observations. In this section we are going to add a bit more ecological realism,
with the aim of improving model performance (i.e. as contrasted against observations). We will
start by adding a zooplankton population that should bring a degree of ‘top-down’ control to the
phytoplankton population.

Details of the ecosystem are specified in tiser-confidfile: EXR8.1

1. Theuser-confidfile can be used to configure the ecological model to your liking.
One of the most important amendments to note straight away can be seen near the very start:
bg_par_bio_prodopt="NONE". This effectively disables the simple biological export scheme
in BIOGEM, replacing it with the explicit biology coECOGEM. This is a necessary step
whenever runnindeECOGEM, because we do not want the implicit and explicit biological
schemes to be implemented simultaneously ...

2. We can also see a load of other model parameters. Any that beginbgithcorrespond to

BIOGEM , while ‘eg_’ corresponds tE COGEM. TheECOGEM parameters begin further
down the file.

3. One of the most important parameters specifiegtiosystem configuratidite:
eg_par_ecogem_plankton_file =’NPD.eco’

This points to a file (located ir/cgenie. muffin/genie-ecogem/data/input/) that specifies
every plankton population ('species’, if you like) that is accounted for in the model experi-
ment.

If you open that file in a text editor, you will see something akin to the following:

01 02 03
\/ \/ \/

-START-OF-DATA-
Phytoplankton 10.00 1

-END-OF-DATA-
/\ /\ /\
01 02 03

DATA FORMAT AND ORDER

COLUMN #01: plankton functional type name
COLUMN #02: plankton diameter (micrometers)
COLUMN #03: number of randomised replicates

INFO: TRACER ASSIGNMENT RULES

Plankton functional type one of: Prochlorococcus
Synechococcus
Picoeukaryote
Diatom
Coccolithophore
Diazotroph
Phytoplankton
Zooplankton
Mixotroph
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4.

NOTE:

NOTE:

The first thing to note is that only the lines in between$BRT-0F-DATA- and-END-OF-DATA-
tags are read by the computer. The rest is there solely for your guidance.

Each line that is entered in the computer-readable area tells the model to create a distinct
plankton population in the model. The "plankton functional type’ of this population is spec-
ified in the first column, while the plankton diameter is specified in the second column. A
must always be placed in the third colufon

In this ‘NPD’ (single nutrient-plankton-detritus) configuration, we only have a 10 micron
generic phytoplankton. The ecological and physiological traits of this population are assigned
automatically according to the size and the functional type (here: photo-autotroph).

The only PFTs available at the momentBiigtoplankton, Zooplankton andMixotroph.
The other groups currently have no real functionality associated with them.

This file format is fussy, angbucannot hag ary empty lines in between theSTART-0F-DATA-
and-END-OF-DATA- tags — every line between these tags must have data (3 parameter values).

. We can increase the ecological complexity of the model by adding another plankton popula-

tion. Save theecosystem configuratidile under a new and highly intuitive name (such as
NPZD.eco), and add another line specifying a 100 micron zooplankton. e.g.:

Zooplankton 100.00 1

It is important that the zooplankton is 10 times larger than the phytoplankton in terms of
diameter. This is the optimal predator-prey length ratio in the default configuration. (You
could maybe think about changing this value later on.)

. To run the model with this new configuration, change the name eftbgystem configuration

file in theuser-confidile. ..

eg_par_ecogem_plankton_file =’NPZD.eco’

. Save the newser-confidile under a different name (e.gxP8.1.NPZD). You can now execute

the model at the command lite.

$ ./runmuffin.sh muffin.CBE.p_worjh2.BASESFeTDTL LABS EXP.8.1.NPDZ 10
muffin.CBE.p_worjh2.BASESFeTDTL.FeMIP.SPIN

... or submit it to the cluster queue ...

. Once you have completed the new simulation, compare the new results to the old simulation,

and also in terms of its ability to reproduce observations. Has the addition of zooplankton
to the model improved its behaviour or not? Look also at the global distributions of carbon
biomass in the phytoplankton and zooplankton populations (again, a log scale might help).

How have the zooplankton interacted with the phytoplankton to change the ecological dy-
namics in the model?

Note that 10 years is clearly far far too short to accommodate any change in the global cycle
of nutrients (can carbon and oxygen), but may be sufficient to see much of the impact of
changing the assumed ecosystem structure. (You can always run for longer to judge for
yourself on what time-scales what components of the Earth system adjust and hence what the
'ideal’ (practical) run-time for changing the ecosystem structure ntight

8t doesn't 'do’ anything, but the model still needs it ... why ... WTF?
9Don't forget to change the name of theer-confidile here as well ...
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Visualising composite data

We can perhaps get a better handle on this question by looking at the ratio of phytoplankton-to-
zooplankton biomass. Such ratios can, however, be difficult to assess simply by eye-balling two
maps. Instead we can uBanoply to combine data arrays.

1. First close all youPanoply plot windows. Then open a new one forBiomass - Popn. 001
(10.00 micron phytoplankton). Next, select Biomass - Popn. 002 (100.00 micron zooplankton),
and click theCombine Plot icon at the top of thé&@anoply window.

2. A box will open up asking yotn which existing plot should | combine the variable. As you
now only have one plot available, this should be a straightforward choice. Clictoine.

3. A new map should appear showing the total zooplankton carbon biomass minus the total
phytoplankton carbon biomass (see the label on the colour scale). This is not what we want.
Below the map, under tharay(s) tab, there is a drop down menu showing the range of
different ways the two arrays can be combined. We want to look at the Z:P biomass ratio, so
selectArray 2 / Array 1.

4. You now need to make sure that you are looking at the right year (you can time-lock the two
arrays by clicking on the chain icon). You may also find it helpful to look at the data on a log
scale, with a scale range @fi to 10. You might also like to change th&olor Table: option to
GMT_polar.cpt.

Questions:

e What does this plot say about the relationship of zooplankton and phytoplankton in different
regions of the ocean?

¢ In what regions do zooplankton or phytoplankton dominate?

e What affect does a high Z:P ratio have on the biomass of the phytoplankton popui4tion?

10For example, in terms of the chlorophyll concentration.
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8.3 Increasing ecological complexity

In the last section, we looked at the results of some simulations based on ‘NPD’ (one nutrient-
(phyto)plankton-detritus) and ‘NPZD’ (one nutrient-(phyto)plankton-zooplankton-detritus) type ecosys-
tem models. Here we will begin to incorporate a bit more ecological complexity

Plankton size classes

We are going to add a few more plankton size classes, so we have small, medium and large phyto-
plankton and zooplankton.

1. Save theecosystem configuratidite under a new name (e.gP3Z.eco), replacing the exist-
ing plankton populations with the ones described in T&ble

2. Torunthe model with this new configuration, change the name efibgystem configuration
file in theuser-confidile:

eg_par_ecogem_plankton_file=’3P3Z.eco’

3. Save the newser-confidile under a different name (e.gSS.3P3Z.SPIN) and then run the
new model at the command line (e.g. for 10 years).

Table 8.1: Plankton functional groups and sizes.

j PFT Diameterggm) j Functional Type Diamete(m)
1 Phytoplankton 0.6 4 Zooplankton 6.0

2 Phytoplankton 6.0 5 Zooplankton 60.0

3 Phytoplankton 60.0 6 Zooplankton 600.0

Viewing 2D time-slice output

Open up the 20ime-slicedata for the new experiment, following the same procedure as in the
previous section. You will now see a lot mdnme-slicevariables now appear listed Ranoply. We

have all the same diagnostics as before, plus some new ones relating to the new plankton populations
you have just added. There are also variables describing the size distribution and diversity of the
photosynthetic community (non-phototrophic populations are ignored in these metrics). These were
not included before, because there was only one phytoplankton population.

Size fractions
Variables ‘eco2D_Size_Frac_...” give the chlorophyll biomass in the three size fractions:
1. picophytoplankton (diametet 2 um)
2. nanophytoplankton (2 diameter< 20 um)
3. microphytoplankton (diameter 20 um)
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Size metrics
Variables eco2D_Size_..." give metrics describing the phytoplankton size distribution.

— eco2D_Size_Mean: Geometric mealt phytoplankton diameter, weighted by carbon
biomass

— eco2D_Size_Stdev: Geometric standard deviatitiof phytoplankton diameter, weighted
by carbon biomass.

— eco2D_Size_Minimum: Diameter of smallest phytoplankton contributing.1% of the
total phytoplankton carbon biomass.

— eco2D_Size_Maximum: Diameter of largest phytoplankton contributing).1% of the
total phytoplankton carbon biomass.

Diversity metrics
Variables &co2D_Diversity_..." give metrics describing the phytoplankton diversity.

— eco2D_Diversity_Threshold: the threshold diversity index. The number of species con-
tributing >0.1% of the total phytoplankton carbon biomaBaiton et al, 201014,

— eco2D_Diversity_Berger: the inverse Berger(-Parker) indeBgrger and Parker1970}°.

The proportion of carbon biomass made up by all but the single most dominant popu-
lation. For example, if the dominant population accounts for 40% of the total carbon
biomass, inverse Berger (-Parker) index is 0.6.

— eco2D_Diversity_Simpson: the inverse (Gini-)Simpson indes{mpson194916. This is
effectively the probability that two samples taken at random from the community will be
from a different species (note that the probability of selecting a population is dependent
on carbon biomass, not cell abundance). If we define the proportional biomass of each
species as its relative contribution to the total carbon biomass in the community, the
inverse Gini(-Simpson) index is calculated as one minus the sum of the squares of the
proportional biomasses of each species.

— eco2D_Diversity_Shannon: the Shannon(-Wiener or -Weaver) ind&Stannon1948}’.

With the proportional biomass defined as above, the Shannon index is defined as the sum
of [the proportional biomass multiplied by the logarithm of the proportional biomass]
for each species.

11\We use the geometric mean and standard deviation, because phytoplankton biomass is approximately log-normally
distributed across the phytoplankton size range.

12 The geometric standard deviation describesréfiative size range of the phytoplankton. For a geometric standard
deviation ofog, ~68.2% of the phytoplankton carbon biomass will be in cells no moredharders of magnitude smaller
or larger than the geometric mean size.

13NOTE: The threshold index is a fairly crude measure of the total number of species in the community, relative to a
small and arbitrary threshold of relative biomass. This index is not very sensitive to the relative biomass of individual
species (although one very successful species can raise the absolute value of the threshold, thus lowering the diversity).
The other three indices do more to quantify the evenness of the community. The more unequal the proportional abun-
dances, the smaller the value of the index. If almost all the abundance is concentrated into one type and all the other types
are very rare, the latter three indices can become very small. A community with fewer species, but with more evenly
distributed biomass, may well have higher values for these three diversity indices.

14A D Barton, S Dutkiewicz, G Flierl, J Bragg, and M Follows. Patterns of diversity in marine phytoplarfkéience
327(5972):1509-1511, 2010.

15W H Berger and F L Parker. Diversity of planktonic foraminifera in deep-sea sedimeBtience 168
(3937):1345-1347, 1970.

16E H Simpson. Measurement of diversilyature 163:688, 1949.

17C E Shannon. A mathematical theory of communicatidrhe Bell System Technical Journ&7(379-423 and
623-656), 1948.
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Have a look at some of these metrics, but bear in mind that they summarise the diversity of a
phytoplankton community that includes just three species. They are probably not that revealing,
so we will come back to them later. Instead, have a look some of the other metrics describing the
model ecosystem.

Questions:

e What are the global distributions of the different size classes?

e How do the global biomass distributions compare to variables such as temp&yatugi-
mary production{ptake Fluxes C)?

e How does nutrient, light and temperature limitation vary between the size classes?

e Can you account for the distribution biomass between the size classes according to the dif-
ferent limiting factors?

Create your own ecosystem

Save theecosystem configuratidile under a new name and add some more plankton populations
(whatever and as many as you e Update thenuffin parameteeg_par_ecogem_plankton_file
in theuser-configand save this file under a new name. Run the new model.

Questions:

e How many populations can you get to coexist (i.e. each having a non trividl106)
biomass)?

e What effect do the new populations have on the community as a whole?

e What effect, if any, do your additions have on the strength of biological export?
(e.g. look abio_fpart_POC in fields_biogem_3D.nc.)

180cean temperature is savediisids_biogem_3D.nc
19just bear in mind that the more populations you put in, the slower the model will run!
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Build it up, tear it down

A fully size-structured ecosystem

We are now going to switch to a more diverse version of the size-structured ecosystem model. This
configuration has 8 size classes of phytoplankton, and 8 size classes of zooplankton, as shown in
Table8.2

1. Save thescosystem configuraticfile under a new name, replacing the existing plankton
populations with the ones described in TaBl2

2. Create a newser-configand point to the nevecosystem configuratidiie.
3. Run the new model for at least 20 years (this will probably take about 10 minutes).

Table 8.2: Plankton functional groups and sizes.

i PFT Diameter gim) j Functional Type Diametemn)
1 Phytoplankton 0.2 9 Zooplankton 0.6

2 Phytoplankton 0.6 10 Zooplankton 1.9

3 Phytoplankton 1.9 11 Zooplankton 6.0

4 Phytoplankton 6.0 12 Zooplankton 19.0

5 Phytoplankton 19.0 13 Zooplankton 60.0

6 Phytoplankton 60.0 14 Zooplankton 190.0

7 Phytoplankton 190.0 15 Zooplankton 600.0

8 Phytoplankton 600.0 16 Zooplankton 1900.0

Ecosystem characteristics
We can now begin to look at the size and diversity metrics in a more meaningful way.
1. Look first at:

(a) the total carbon biomass
(b) the carbon uptake flux (i.e. primary production)
(c) the geometric mean size

Make sure that in each case that you are lookinth@tlast year of model output. You may
also find it useful to adjust the colour scale, or to change to a logarithmic colour scale (e.g.
try a logarithmic scale from 2 to 20 microns for the geometric mean size).

Looking at the maps, we can perhaps pick out three different “biomes” in terms of their
community properties:

(a) The low-latitude oligotrophic gyres are relatively unproductive, and support some of
the lowest annual mean biomass in the surface ocean. In these regions the mean phyto-
plankton size is very small.

(b) Subpolar latitudes between4é@nd 50 (either N or S) are much more productive, and
support very high annual mean biomass. These communities also have the highest mean
sizes of any region.

(c) The polar oceans are also highly productive (except perhaps the high Arctic), and sup-
port relatively high annual mean biomass. These communities are made up (in the
model, at least) of slightly smaller phytoplankton than we see in the subpolar regions.
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2. What can we find out about the community structure in these regions? Open up some of the
other metrics describing the community (standard deviation of size distribution, size frac-
tionation, diversity, limiting factors). What can you find out about the community structure
within each region, in terms of coexistence and exclusion?

e Does the community span a broad or narrow size range?

e How many size classes are coexisting in each biome?

e What is the smallest and largest size class in each biome?

e How much biomass is concentrated in each size fraction (picoplankton, nanoplankton
and microplankton)?

Overall — what factors do you think are most important in terms of dictating the global distribu-
tion of each size class?

To find out the answers to these questions, you are going to pull the model apart, and then put
it back together. At each stage the aim is to bring in a different limiting factor, so that you can see
its effect on the model behaviour

The fundamental niche

The first step is to find out the impact of abiotic factors on the distribution of different phytoplankton
sizes. In other words, we need to find out what the distribution of the phytoplankton would be in
the absence of any ecological interactions, such as resource competition and predation. This is
effectively their ‘fundamental niche’.

The fundamental niche is fairly abstract, and not something that can be measured in the real
world. In model world, however, we can get a useful estimate of the fundamental niche by making
a few simple changes to the model.

1. First of all, you can remove all predation, simply by removing the zooplankton from the
ecosystem configuratidie.
2. Next, you also need to remove all competition for nutrients and light. This involves tweaking

the model equations so that the phytoplankton are not nutrient limited, and do not attenuate
light. To do this, all you need is to add the following line to teer-confidfile:

eg_fundamental = .TRUE.

3. If you now run the model you should have a community of eight phytoplankton size classes
that are growing solely as a function of the incoming light and the temperature. This growth
will be balanced balanced the basal (i.e. non-grazing) mortality. As there is no feedback
between the ecosystem and the environment, populations that can survive will grow expo-
nentially and without limit, potentially reaching astronomical abundance in very little time.
Populations that cannot survive will rapidly decline to almost nothing.

The regions in which each plankton shows positive growth defines its fundamental niche.
This is a function of abiotic conditions only, and is the absolute limit of its geographical
range. Look at the carbon biomass distribution in each size class (set the data range in each
case from 0 to lhmolCnt3).

e How and why does the fundamental niche vary with size?
e Could the limits of the fundamental niche explain some of the patterns seen in the full
model?
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Resource competition.

The next step is asses the impact of resource competition. We are first going to do this in the absence
of any zooplankton grazing.

1. All you need to do at this stage is to re-enable nutrient and light competition. To do this,
simply delete ég_fundamental = .TRUE.’ from the user-configfile (or comment out the
line to disable it), and save under a new hame. Leavedthbsystem configuratidite as it is.

2. You should have a community of eight phytoplankton size classes that are competing for
nutrients and light, again as a function of temperature. This is a much more realistic simula-
tion, as feedbacks between the ecosystem and the environment serve to limit the size of the
phytoplankton populations. Examine the model to find out:

e What size classes are able to persist when resource competition is enabled?

e Why are different size classes more or less abundant in different areas?

e How does the distribution of each size class compare to the fundamental niche?
e What are the reasons for any differences?

Phytoplankton biogeography at this stage begins to approximate the realised niche, which de-
fines the range of conditions that support a population in the presence of ecological interactions.
Note that at this stage, however, we have ignored the effects of any predator-prey interactions, as
the zooplankton grazers are stilissing.

Resource competition + one generalist zooplankton

The previous simulation is clearly unrealistic (although, hopefully, informative). You are now going
to add back in just a single zooplankton class, that grazes equally on all plankton (including itself).

1. Add a 100 micron zooplankton into tleeosystem configuratidile, and save under a new
name. Also update theser-confidfile to reflect the change, and save under a similar name.

2. You need to modify the model so that the zooplankton eats all prey with equal preference.
This can be done by adding the following lines to du®system configuratidite.
eg_ns=1
eg_pp_sig_a=1.0e99

NOTE: For aficionados, the first parameter disables prey-switching (i.e. predators no longer pref-

erentially attack the most abundant prey). The second parameter increases the width of the
grazing kernel (i.e. predators can attack a range of prey across a huge size range with equal
preference).

3. The addition of zooplankton to the model community should give a more accurate approxi-
mation of the realised niche.

e Does the addition of a single zooplankton grazer enable more or less coexistence?
e What factors might be responsible for any shifts in biogeogyaph
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Resource competition + one “switching” zooplankton

You began with a full food-web containing 8 phytoplankton and 8 zooplankton size classes. The
diversity of zooplankton clearly has an effect on the phytoplankton community that is not seen in
the previous experiment. This effect can be imitated with just one generalist zooplankton if we

instruct it to graze preferentially on the most successful prey.
Re-enable this 'prey switching’ effect by changing the following control parametegto a

eg_ns=2
eg_pp_sig_a=1.0e99

Compare this simulation to the first experiment (8 phytoplankton and 8 zooplankton) to see how
the inclusion of prey switching increases coexistence through the ‘kill-the-winner’ mechanism.
e How does nutrient limitation change with phytoplankton size, and how might zooplankton be
affecting this?
e Look at the C:P biomass ratio in the community as a whole, and compare to your estimates
from the NPZD model (Lesson 1).
e How does the C:P ratio vary with size? How does having a diverse community affect the
coupling of carbon and limitingutrients?

Further questions to answer

What sets the fundamental niche, and how does it change with size?
How is the fundamental niche modified by resource competition?
What species are favoured in terms of nutrient competition?
How is the outcome of competition affected by...

— Abiotic conditions?

— Increased mortality (through generalist grazing)?

— Density-dependent mortality (through specialist grazing)?
Do these experiments tell you all you need to know?
What other modifications can you think of making?
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Mixotrophy

Try adding some mixotrophs to the phytoplankton and zooplankton already present in the commu-
nity. These will have exactly half the nutrient uptake traits of phytoplankton of a similar size, and
half the prey capture traits of zooplankton if a similar size. To do this:

1. Save the previouscosystem configuratidite under a new name.
2. Edit the newecosystem configuratidite and add an additional line to add a mixotroph:

Mixotroph XXX 1
wherexxx is the class size of the mixotroph. (And remember to save it.)

3. Update thaiser-configo point to the nevecosystem configuratidite, and save again under
a new name. (It is generally a good idea to make a note of the name and goal of each
experiment as you set it up.)

4. Run the new model for at least 10-20 years.
Further questions to explore/answer:

e How does this effect the mean and standard deviation of cell size?
(Size and diversity metrics will be calculated for phytoplankton and mixotrophs together)

e How does mixotrophy effect the C:P ratio of organic matter?

e How does the realised niches of mixotrophs compare to the fundamental niches of phyto-
plankton?

Also: try replacing all the phytoplankton and zooplankton with a range of sizes of mixotrophs.
How does the simulation differ from one with the same size range of sperate phytoplankton and
zooplankton classes?

For instance — you might also try having an ecosystem comprising just a single small (e.g.
10ummixotroph (no phytoplankton and no zooplankton), and perhaps an ecosystem with one small
mixotroph 1Qum and one additional mixotroph, 10 times lager L@@ Compare the productivity
of such an ocean compared to some of your previous simplified ecosystem configurations (such as
a single small 12m phytoplankton, and a configuration with a single small phytoplankton and a
single larger 10Qm grazer).
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Ecology in ... future oceans

What might happen to primary production and the biological pump as (future) climate continues to
change? What might happen to the distribution of species (here: size classes) in the ocean? Does
it 'matter’ e.g. for marine bio geochemical cycling and feedbacks on atmospp€@s? (And

how different is the Earth system response when using a complex ecosystem model rather than the
highly simplified representation of biological export you used previously?)

There are all good questions for a model!

The best place to start is with the full complexity ecosystem structure with 8 size classes for both
phytoplankton and zooplankton (as describetMard et al.[2018]), and continuing on from ee-
startof the pre-industrial ocean (and ecologyuffin.CBE.p_worjh2.BASESFeTDTL.FeMIRSPIN. For the
user-config- you can either utilize one of the ones you created in earlier ecosystem experimenting,
or adapt the configuration used to createrthstart?® —muffin. CBE.p_worjh2.BASESFeTDTL.FeMIPSPIN
which you can find in:user-configs/EXAMPLES. (The base-configs as per you have been using in
this Chapter -muffin.CBE.p_worjh2.BASESFeTDTL.)

Then:

1. First, create @ontrol based on your chosamser-configso that you can more easily spot
any mis-matched parameter values or other problems — do to this, turn off the atmospheric
pCQO; forcing (so thatpCO, can respond to and indicate any significant changes in the marine
carbon cycle), but leave on the dust flimxcing (because we still need a supply of dissolved
iron to the ocean surface):
# specify forcings
bg_par_forcing_name="worjh2.FeMahowald2006"

2. Second, you will need either:

e A user-configvith an conceptual emissions scenario (e.g. anything that you have played
with previously). This can be run directly on from the pre-industrial spin-up.

This will allow you to explore questions concerning the impact on marine ecosystems
and carbon cycling of the rate of warming (driven by your assumed rate of carbon
emissions), and/or the importance of and sensitivity of marine ecosystems and carbon
cycling, to the total (maximum) warming.

A template emissionforcing (plus dust) is provided as:

worjh2.FeMahowald2006.FpCO2_Fp13C0O2

As per before, you need to re-scale the values in the forcing becauSshtux is
assumed to be in units &gCyr1 2! (andd3C is given a default value of.@). i.e. add
the lines:

bg_par_atm_force_scale_val_3=8.3333e+013
bg_par_atm_force_scale_val_4=-27.0

and remember that the forcing is provided as a pulseroblyr! (1PgC yr! when
scaled) carbon emissions over just a single year, and hentenfxseriedile for the
forcing: biogem_force_flux_atm_pCO2_sig.dat heeds to be edited — see Chayier

20Remember to rename it so you do not overwriterghstart...
21As per notes in théorcing time-seriessig file itself.
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Or:
e A historical transient (plus dustprcing and then run from e.g. 1750 through 2010 (as
per before), for which the forcing is:

worh2.FeMahowald2006.historical2010

Remember that here that you do not re-scale the atmosp@€s (or 613C) value as

was done with the forcing used to generate the re-start (this historical transient forcing
includes the actual values pCO, and in the correct units).

Note that with the full complexity ecosystem model included, the 245 years of this
experiment will take much longer than before when you ran a historical transient exper-
iment. You could 'cheat’ a little and start from year 1850 rather than 1765, on the basis
that nothing much happens in between (in terms of rig@g, and warming). To do

this — simply run the transient experiment only for 160 years (1850 to 2010) and adjust
the starting date in theser-config

# change start year

bg_par_misc_t_start=1850.0

You will also needime-seriesandtime-slicesaving that aligns with the historical (and
future) period:

# save frequency

bg_par_infile_slice_name=’save_timeslice_historicalfuture.dat’
bg_par_infile_sig_name=’save_timeseries_historicalfuture.dat’

(i.e. just as before when you ran a historical transient).

Once you have run this experiment, you can use it esstartfor a future emissions
scenario, which could e.g. involve one of:

— worjh2.FeMahowald2006.FpCO2_Fp13CO2_A1_AIM
— worjh2.FeMahowald2006.FpCO2_Fp13CO2_A2_ASF
— worjh2.FeMahowald2006.FpCO2_Fp13CO2_B1_IMAGE
— worjh2.FeMahowald2006.FpCO2_Fp13CO2_B2_MESSAGE
(or adapt or create your own) and remember to add the emissions units scaling:
bg_par_atm_force_scale_val_3=8.3333e+013
bg_par_atm_force_scale_val_4=-27.0
Whichever route you chose, will also require (another) control experiment run for the same
number of years (and with dust but na€ O, forcing).

What to look for? The questions (at the start) should help guide you in this, and might include:

e Patterns of primary productivity and export (where do they increase, decrease), plus time-
series of global totals (what is the global impact of warming?).

e Patterns of ocean oxygenation (and patterns of dysoxia and anoxia).

e Surface ocean nutrient distributions, and nutrient limitation.

e Spatial patterns of plankton size — either simply for mean size, or look at the patterns of
biomass of specific size classes. (You might follow a the preferred habitat/location of a
particular size class with latitude to see whether it experiences a range shift’.)

e Diversity etc.

You might also contrast with emissions scenarios that you might have run previously employing
the simplified biological export schemeBIOGEM , rather than the complex ecosystem model of
ECOGEM. (Make sure you are comparing between the same emissions scenarios). The question
to be answered would be: does including a complex representation of marine ecology 'matter’?
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Ecology in ... past oceans

Here we consider a series of exampfesf the ECOGEM model of marine ecology, applied to
published paleo configuration afuffin and used to ask questions of how different could marine
carbon cycling (and atmosphenCO,) and oxygenation have been in the (relatively recent) past
and how do model projections compare with proxy observations.

Three examples come from the Last Glacial Maximum, with direct comparison being made to
post glacial time (here, the late Holocene), with the intention to explore the role of climate cooling,
altered ocean circulation, and increased iron supply to the ocean in modifying plankton distributions
and size structures. Secondly, from around the time of the Paleocene-Eocene Thermal Maximum
(PETM) some 55 Myr ago, now both considering a different paleogeography, a warmer ocean,
and then transient warming on top of that. And thirdly, marine ecology and carbon cycling in the
aftermath of the impact and extinction event at the end of the Cretaceous, some 66 Myr ago, and
return to our earlier exploration of what happens if you lose the larger plankton in the ocean.

22Either published or in the works or existing in some publication fantasy ...
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The Last Glacial

The Last Glacial Maximum (LGM) (ca. 19 to 23 ka) was characterized by lower sealevel and higher
ocean salinity, colder ocean temperatures, and a reorganized meridional overturning circulation in
the Atlantic. The latter 2 changes in particular should have impacted marine ecosystems and in-
deed, observations suggest range migration (temperature-tracking) and shifts in the zone of highest
productivity in the Southern Ocean, amongst other impacts. The aim of this particular investigation,
is to assess what these ecological changes are (at least in model world).

Provided is a configuration of LGM ocean circulation that has been tuned to fit observations of
benthic carbon isotopes, which provide an observational constrain on large-scale ocean circulation.
To this, you'll an ecosystem (in place of the defaBIOGEM ’induced export’ scheme). Also
provided is amuffin configuration for late Holocene ("HOL') (0-6 ka), created in exactly the same
way and also tuned to respective (0-6 ka) benthic carbon isotope data. Configuration HOL provides
a point of comparison (or control) for you to compare the ecology in a colder, LGM ocean &gainst.

Theuser-configyou need to use, or copy-rename, can be found in the directory:

genie-userconfigs/MS/odalenetal. CR2019

(and you can run your experiments from Héreor better, copy-edit-rename tluser-configs/ou
run experiments with, from thieaBs sub-directory).

Read theeadme.ixt file for instructions for the basic set of command line parameters needed,
but remember that you may be running yager-configwith a different name and likely from a
different sub-directory. Spin up the following experiments (and then experiment with themdJater)

(1) muffin.CB.Glteiica.BASESFeTDTL_rb base-config

+ muffin.CB.Glteiiaa.BASESFeTDTL_rb.SPIN user-config
(2) muffin.CB.Glteiiva.BASESFeTDTL_rb base-config

+ muffin.CB.Glteiiva.BASESFeTDTL_rb.SPIN  user-config

Submit these to the cluster ... remembering that you will need to recompitén between (1)
and (2) (and potentially also re-compile before running (1) if you have not used that particular
base-configmmediately prior). Run the spin-ups for 10,000 years.

Neither of these configurations currently have an ecosystem enabled, but they will provide a
baseline against which you can contrast a pair of experiment that include explicit ecology. What
you need to do know is to add in/enall€ OGEM . To do this, you need to modify botlase-and
user-confidiles of both the HOL and LGM model configuratioffs.

1. base-config
First, you need to enable tli EEOGEM module.

At the top of the HOLbase-confidile muffin.CB.Glteiiaa.BASESFeTDTL_Crb?” you will see the
line:

ma_flag_ecogem=.FALSE.

Simply change this toTRUE.

23j.e. you run pairs of HOL and LGM experiments and contrast between them, rather than necessarily comparing to
previous modern configurations.

24f you use them in this directory, make sure at the command line, you replace LABS with
MS/odalenetal.CP.2019.

25Noting that the long file-names differ only in a singlé ¥s. an’a’ ...

26strongly recommended that that you copy-rename both sets of files and edit the copies.

27And similarly for the LGM one.
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2. user-config

Next, some deletions and additions are needed inuiee-configorovided (which only has
implicit biological export enabled).

In the section of the file under the heading:

#
# --- BIOLOGICAL NEW PRODUCTION —---=- === mmmmmmmmmmmmmmomommoooo
#

you are going to delete everything there (in that section) and replace it with:
# biological scheme ID string
bg_par_bio_prodopt="NONE"

The only other thing you need then is a section of code that defines &iGEGEM eco-
logical parameters.

Go open filemuffin.CBE.p_worjh2.BASESFeTDTL.FeMIPSPIN, which you can find in thauser-
configsub-directoryms/wardetal.2018, and you'll see under the heading:

#
# —om ECOGEM = — oo

#

a long list of parameter settings (down to the next section hengietl SAVING). Simply
copy-paste this entire section (includiBQOGEM header lines if you like), anywhere in your
user-confidile. At the very end of the file would do just firfé.

And lastly ... under:

#
B o
#

(and the end of the section) add the following lines

# kraus-turner mixed layer scheme on (1) or off (0)

go_imld =1

# set mixed layer to be only diagnosed (for ECOGEM)

go_ctrl_diagmld=.true.

# add seaice attenuation of PAR

eg_ctrl_PARseaicelimit=.true.

# relative partitioning of C into DOM

eg_par_beta_P0CtoDOC=0.75

This enables a 'mixed layer depth’ scheme in the ocean circulation moddt@@GEM
needs to calculate light limitation during esp. intervals of high latitude / wintertime deep
mixing, but then only allowECOGEM to 'see’ the depth and does not allow physical mixing
in the ocean. Then limitation of photosynthesis added to sea-ice covered areas. Finally, an
adjustment is made ot carbon vs. phosphorous in exp&@id.

This ... should do-it, i.e. you have added the same tuned ecosystem model as described in
Ward et al.[2018] to your LGM / HOLuser-configs

Now you are ready to run new LGM and HOL experiments, with a full ecosystem irfeach

28Tty and ensure that there is blank line at the very end of the file just inmaffen has any problems reading it in.
29Remembering that presumably both ybase-configinduser-confidile names are different as compared to running
the nonECOGEM version described in theeadme.
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Obvious questions to investigate include not only how ecosystems and patterns of biological
export may have differed between LGM and HOL, but also how patterns of nutrlR@isahdFe)
may have differed ... and also distributions of dissol@dn the ocean (and in the interior, rather
than across the ocean surface). A water mass ventilation age tracer has also been simulated and the
results of this will help in understanding how global circulation patterns differ between the 2 time
intervals.

You can also compare between with and withB@OGEM versions as the only thing that
changes between pairs of HOL or pairs of LGM experiments is the biological séheme

30Actually, this is not true, as in thECOGEM enabled experiments, the mixed layer scheme in the coean circulation
model is also activated and which has an impact on ocean circulation. You could then create a 3rd set of HOL+LGM
experiments, using the bastOGEM implicit export biological scheme, but now also setting gae im1d parameter
to a value oft
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Warm climates of the past

In this practical we are going to look at the ocean amighthave been just over 55 million years

ago, at the Paleocene-Eocene Thermal Maximum (PETM) — in short a lot warmer, and with a
somewhat different continental configuration and hence ocean circulation. The exercise is based on
a recent 'ECOGENIE’ uffin configured to includ€COGEM) publicatiort* which you should

read first.

We are going to make the rather strong assumption that the ecosystem is structured according to
exactly the same rules as in the modern ocean, and simply run the same ecological model configura-
tion but in a new climate and ocean environment. However, because we don't really have any good
(or any!) data constraints on the iron supply to the early Eocene ocean via e.g. dust, the ecological
configuration does not include iron as a limiting nutrient. Bear that in mind when thinking about
your results.

Theuser-configgyou need to use, or copy-edit-rename, can be found in the directory:
genie-userconfigs/MS/wilsonetal.2018

(and you can run your experiments from here, or better, copy-edit-renamedheonfigyou run
experiments with, from theass sub-directory).

Read theeadme.ixt file for instructions for the basic set of command line parameters needed,
but note that you may be runninguser-configwith a different name and likely from a different
sub-directory. You want to spin up the following experiments first (and then experiment with them
later):

(1) Modern
(3) Early Eocene CO2 and Climate

Submit these to the cluster, but remember that you will need to recompile muffin between (1) and (3)
(and re-compile before (1) if you have not been usingthse-configiuffin.CBE.worjh2.BASES
immediately prior to this). Run the spin-ups for 10,000 years.

When you have completed the pair of spin-ups, see what you can diagnose and learn about how
ecosystems and the spatial pattern of ecology and biological export differ between a colder modern
ocean and the warmer Eocene ocean.

For example, in the warmer Eocene world:

e What has happened to the mean plankton size in different regions?
What has happened to the fundamental niches in different size classes?
What has happened to the realised niches?

Is the system more or less productive?

Has carbon export gone up or down?

See what you can find out about the two systems and think about the mechanisms that might be
responsible for the differences ...

3lwilson, J.D., F.M. Monteiro, D.N. Schmidt, B.A. Ward, and A. Ridgwell, Linking marine plankton ecosystems
and climate: A new modeling approach to the warm early Eocene climate, Paleoceanography and Paleoclimatology, 33,
1439-1452, DOI: 10.1029/2018PA003374 (2018).
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Note that to be more comparable with the Eocene, this particular modern configuration also
lacks iron co-limitation. We could also try and remove the effect of the Eocene being warmer than
the modern so as to concentrate just on the effect of a different continental configuration and hence
ocean circulation. The experiment (included in tiser-configsub-directory and briefly described
in thereadme file:

(2) Late Paleocene Early Eocene Paleogeography

does exactly this, i.e. attempts to remove’ the effect of higher ocean temperatures by running an
Eocene experiment at1CO, .

Conversely, we could run modern aBCO, and then compare to the3CO, Eocene experi-
ment. This alternative comparative experiment is provided as:

(S1) Modern with 3 x CO2

and will also require a 10,000 year long spin-up ... Note that the 2 strategies, while slightly different,
are attempting the same thing (i.e. isolating the effect of paleography and ocean circulation from
coeval climate change and warming).

Finally — having run some or all of these spin-ups and contrasted the results (focussing on eco-
logical patterns and biological export, but remembering also to assess differences in ocean circula-
tion), you can investigate the impact of geologically rapid warming a-la the PETM, on the system
(esp. ecological patterns and biological export plus ocean circulation). There are two immediately
obvious possible approaches:

1. You could use a«1CO, spin-up as a re-start — either or both of modern and Eocene conti-
nental configurations — and run tke3CO, experiment from this.
This will give you an instantaneous warming — much faster than occurred associated with
PETM onset, and also faster even than modern anthropogenic warming. However, it does
provide a nice simple idealized perturbation to investigate and analyse.
An experiment duration of 100, or even 10 years, might be suffiéfent.
Conversely and for fun, you could also start fronrx8CO, spin-up and run ax1CO, ex-
periment, to achieve a rapid cooling. Investigate the differential ecological response to rapid
cooling vs. rapid warming.

2. Secondly, in theiser-configsyou might note near the bottom igacingthat determines the
value of atmospheri€Oy:
# specify forcings
bg_par_forcing_name="pyyyyz.RpCO2_Rp13C02"
followed by a line that specifies eitherlCO, or x3CO;, e.g.
bg_par_atm_force_scale_val_3=278.0E-06
or
bg_par_atm_force_scale_val_3=834.0E-06

(followed by a line specifying the carbon isotopic composition of the atmosphere).

32But running for a full 10,000 years would enable you to follow not only the initial rapid warming perturbation, but
also the long-term recovery and adjustment to a new steady state.
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Similar to as you have seen before for a fossil f0€l, emissions
biogem_force_restore_atm_pCO2_sig.dat which contains:

-START-0OF-DATA-

0.0 1.0
999999.0 1.0
-END-OF-DATA-

Referring back to the instructions for changing fossil Q€L emissiondorcing, you should

be able to modify this (or better, copy-rename a new forcing directory and edit thedfile
gem_force_restore_atm_pCO2_sig.dat in that) to create a prescribed time-dependent change

in atmospheri€O,.

Note that in the format obiogem_force_restore_atm_pCO2_sig.dat, the values in the sec-

ond column scale the value of the parameigrpar_atm_force_scale_val_3 in theuser-

config Hence, inbiogem_force_restore_atm_pCO2_sig.dat, setting a value o£.0 in place

of 1.0, will double the appliec€O, forcing. Exactly as per in the fossil fu€lO, emissions
exercises, pulses, ramps, etc etc can be constructed to control the rate and shape of the applied
change in atmosphen€O,.

Either way — assess the important and impact of the ra@3pfrise and hence warming. (Equally,
you might explore rapid cooling and how that fundamentally differs in impact from warming.)
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Marine ecology following the end Cretaceous Impact
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Ecology in ... fake oceans!

We can also consider the question of the causes and consequences of different ecologies in the
ocean in a more general way and return to our hypothetical or 'fake’ oceans.

For any of your 'fake’ worlds’ that you generated earlier, you can add carbon and nutrient
cycling (if that was not already included), plus a marine ecology. To do this, you first need to create
a newbase-confighat includes all the carbon cycling and nutrients neede&®GPGEM (and
BIOGEM ), then you need to create/configure a suitalgder-config

1. base-config- First, you need to enable tEECOGEM module.
At the top of the youbase-confidile, change th&€COGEM 'flag’ to true:

ma_flag_ecogem=.TRUE.

Next, it is likely that you did not add any biogeochemical tracers when you created your fake
world, and thébase-configsection:

FE skokok ok ok ok ok sk sk ok ok ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok sk sk ok ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok ok sk ok

# TRACER CONFIGURATION
- skokokokskokskeok sk ok sk ok sk ok ok ok ok ok ok K ok K ok K ok ok ok ok ok ok ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk kot ok stk kol kokokokok skok skokskok

will probably look like:

# the total number of tracers includes T and S

# T and S do not need to be explicitly selected and initialized

#wstokokstokokokoskok ok skokokokskok skskokok sk ksl sk ok sk skl ok sk ke sk ok stk ksl sk ok sk sk ok sk sk sk sk ok sk ok e ksk
# Set number of tracers
GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2"

# list selected biogeochemical tracers

# <<< >>>
# list biogeochemical tracer initial values
# << >>>

Go find thebase-confidile muffin.CBE.p0055¢.BASES in the configs sub-directory ofgenie-
main. Copy all of the section headed

Hkokokok ok ok ko ok ok ok K K ok ok ok K K o ok ok ok 3 K o ok ok K 3 K ok ok ok K 3 K oK oK oK K K oK ok ok K K ok ok ok K K ok ok ok kK ok ok K K K
# TRACER CONFIGURATION
Hskokokok ok ok ok o ok ok ok ok K o ok ok ok ok ok ok ok sk ok 3k ok ok oK K 3 3k ok ok oK K 3 3k ok ok K K 3 ok ok ok sk sk ok ok ok ok sk s ok ok ok ok ok ok ok ok ok K ok

into yourbase-configreplacing the original contents with only 2 tracers selected.

2. user-config- Next, you need to define some biogeochemical cycling PLUS and ecosystem.
Go find theuser-confidile: wilsonetal.p0055¢.8P8Z.pal.3x in genie-userconfigs sub-directory
MS/wilsonetal.2018.

Easiest, is to simply re-use (copy-rename)uber-confidile: wilsonetal.p0055¢.8P8Z.pal.3x.
The only parameters you might want to adfdsbther than a different ecological structure
(andeg_par_ecogem_plankton_file), is atmospheri€O,, which is set tox3CO, by:

bg_par_forcing_name="pyyyyz.RpCO2_Rp13C02"
bg_par_atm_force_scale_val_3=834.0E-06
bg_par_atm_force_scale_val_4=-4.9

(and atmospherié13C to —4.9).
Strictly, the scaling for the air-sea gas exchange coefficient, for a fake world, should be:

# re-scale gas transfer coefficient ...
bg_par_gastransfer_a=0.722

(changing the value fror.5196 t0 0.722).

33Note that ocean alkalinity is also set for an Eocene world.
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Those changes — enabliEtFOGEM and adding ocean (and atmosphere) tracers tolyase-
config and then taking a paldeCOGEM user-configas a template to work from, should get you
going with an ecology in your fake world.

If you also want to diagnose ocean circulation better and add a ventilation tracer, then in the
base-configincrease the number of selected tracers by 2 (utrd&st number of tracers)and
add the following 2 lines to the list of selected tracers:

gm_ocn_select_48=.true. # r
gm_ocn_select_49=.true. # b

and ... in theuser-configadd (anywhere, but e,g, in tN@SC parameter section):

# add ventillation tracers
bg_ctrl_force_ocn_age=.true.



8.9

156 Chapter 8. Marine ecosystems and dynamics
EcoGEnIE 1.1

As outlined in the SectionsChoosing a template user-configd Configuring muffin experiments
a number of recommended changes to the configurati®@Ca@GEM as published byVard et al.
[2018] (EcoGENIE 1.0).

These changes have been incorporated into an examspleconfig(in the genie-userconfigs

sub-directorfEXAMPLES: muffin.CB.worlg4.BASESFeTDTL.ECOGEM_NEW.SPIN (and paired with thbase-
config muffin.CB.worlg4.BASESFeTDTL), and are:

e Underx*xx REMINERALIZATION s*x*:
# set ’instantaneous’ water column remineralziation
bg_par_bio_remin_sinkingrate_physical=9.9E9
bg_par_bio_remin_sinkingrate_reaction=125.0

which instantaneously remineralizes all particulate organic matter throughout the water col-
umn according to the remineralization profile and/or reaction rates. This is activated via a
'very large’ value forbg_par_bio_remin_sinkingrate_physical. At the same time, re-
action rates (including scavenging) are calculated as if the sinking rate was finite and equiv-
alent to the value ofbg_par_bio_remin_sinkingrate_reaction (md™1).

o Underxxx MISC *x*x:

# set mixed layer to be only diagnosed (for ECOGEM)
go_ctrl_diagmld=.true.

# add seaice attenuation of PAR
eg_ctrl_PARseaicelimit=.true.

# relative partitioning of C into DOM
eg_par_beta_P0CtoDOC=0.75

which firstly substitutes a diagnosed mixed layer depth, rather than actually applying mixed
layer physics to ocean circulation, then limits light available under sea-ice in proportion to
the fractional sea-ice cover in that grid cell, and lastly, re-partitions carbon from POM to
DOM and is tuned to produce an approximately Redfield ratio (106) of7/LQ4inC : P of
exported POM., and then:

# maximum time-scale to geochemical reaction completion (days)
bg_par_bio_geochem_tau=90.0

# extend solubility and geochem constant T range (leave S range as default)
gm_par_geochem_Tmin = -2.0

gm_par_geochem_Tmax = 45.0

gm_par_carbchem_Tmin = -2.0

gm_par_carbchem_Tmax = 45.0

which firstly, limits the maximum consumption of any particular reactant by a single reaction,
to an imposed lifetime (98ay9, with the remaining parameters extending the valid temper-
ature range for solubility and geochem constants 2o- 45°C. Note that the valid salinity
range is left unchanged.

For reference, the original (i.e. as peMifard et al.[2018]) but reformatted, user-config, is provided

as: muffin.CB.worlg4.BASESFeTDTL.ECOGEM_NEW.SPIN (also in thegenie-userconfigs sub-directory
EXAI\/IPLES).
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Further ideas and investigations
The role of iron limitation

Up to this point, we have included both phosphate and iron as limiting nutrients. You might want to
know more about the importance (or not) of iron availability in determining patterns of biological
productivity.

1.

NOTE:

You can get a more exact picture of the nutrient limitation terms via the netCDF output
variables:eco2D_xGamma_Fe_001 andeco2D_xGamma_P_001.
These two variables take values of between 0 and 11 iAdicates that the factor is not
limiting to growth. A0 indicates the factor is completely preventing growth.

e In what regions are iron and phosphorus more or less limiting to growth?

¢ In regions where neither is limiting, what other factors might be important?

. Plankton stoichiometry plays a critical role in determining which nutrient is most limiting to

growth. You can increase the planktea: C ratio by increasing the minimum and maximum
iron quotas. Look at the parametess qminFe_a andeg_qmaxFe_a in theuser-confidile.

e What happens to the ecosystem if you increase these parameters by a factor of 2, 5 or
107?

e How does a change in these parameters affect the model behaviour?

e What has changed in terms of the patterns of nutrient limitation?

e What has happened to the concentration of the limiting and non-limiting nutrient?
Rather than changing the parameter and subsequently forgetting what you started with ...
instead, you might copy/paste a new version of the line in question, and comment out the
original by placing a# at the beginning of the line. For example:

#eg_gminFe_a = 3.0e-6

eg_gminFe_a = 6.0e-6

changes the minimum iron quota by a factor of 2, whilst keeping a record of the original
setting (inactivated by th#). Or, you might do something like:

eg_gminFe_a = 6.0e-6 # 3.0e-6

that reduces the total number of lines you end up with irnuer-confidile.

. Nutrient supply ratios are also important in determining the limiting nutrient.

Thebg_par_det_Fe_sol_exp parameter determines the solubility of atmospheric iron in-
puts in seawater. Decreasing the value@fpar_det_Fe_sol_exp will therefore decrease
the iron-to-phosphorus supply ratio.

e What happens to the ecosystem if you decrégs@ar_det_Fe_sol_exp by e.g. 10,
20 or 50%?

. Lastly, you can turn off entirely the iron requirement of plankton:

# include cellular quota: Fe -- no Fe limitation enabled
eg_useFe .FALSE.
eg_fquota .FALSE.

e What happens to the patterns of biological productivity as well as global jale
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READ.ME

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.




9.1

9.1 ENTS 161
ENTS

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.
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READ.ME

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.
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XXX

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.



10.2

166 Chapter 10. Atmospheric dynamics

Geoengineering

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.
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README

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.
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XXX

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum ut, placerat
ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu libero, nonummy eget,
consectetuer id, vulputate a, magna. Donec vehicula augue eu neque. Pellentesque habitant morbi
tristique senectus et netus et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra metus
rhoncus sem. Nulla et lectus vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor
gravida placerat. Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem
vel leo ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at, mollis
ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis nibh mi, congue eu,
accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci dignissim rutrum.
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README

You will need to download a neve-startfile. To fetch this — change to thgyenie_output directory,
and type:

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
EXAMPLE. _rwlma.P04_S18x18.SPIN2.tar.gz

Extract the contents of this archive by typing:

$ tar xfzv EXAMPLE._ rwlma.P04_S18x18.SPIN2.tar.gz

You'll then need to change directory backgenie-main directory in order to rumuffin.



12.1

12.1 The long tail of CO, (and other tales from the sediments) 173

-
V\/{f atmosphere x
L5 O

sea ice open ocean coastal seas

surface layer

-
Zer
.
- 1
.-
-

1

partially-filled

upper-most
layer

bioturbated

zone of 1 cm
sediment

stack layers

bioturbational
mixing

non-
bioturbated
zone of

buried layers

Figure 12.1: Schematic 8EDGEM sediment component.

The long tail of CO, (and other tales from the sediments)

This chapter introduces the marine sediment model component in m@B#EDGSEM (SEDiment
GEochemistry Model) pluROKGEM , the terrestrial weathering module. The model experiments
now include, a representation of deep-sea sediments and interaction between the preservation and
burial of CaCQ; and ocean chemistry plus, they account for the balance (or imbalance) between
weathering on land and sedimentary burial @@CQ;). For an over-view of the sediment model

and what time-scales and nature of carbon cycle interaction between ocean and sediment you can
expect, read:Ridgwell and Zeeb§005] andRidgwell and Hargreavef2007]. ROKGEM is
described irColbourn et al.[2013].

Take the new model configuration for a test drive by running on from the provedstart experi-
ment: EXAMPLE._rwima.PO4_S18x18.SPIN2.tar.gz.

This is a steady-state climate+carbon cycle experiment that includes the deposiia@ ©f
in deep-sea sediments as well as the balance between weathering (solute input to the ocean) and
burial (output), which in this case, are in fact in balance (because the model has been run for 50,000
years to ensure this ...). Try running ('briefly’, but 100 years would not be too tedious for this faster
configuration!):

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg_sg_rg_gl._rwlma.BASES
LABS LAB_11.EXAMPLE 100 EXAMPLE._rwlma.P04_S18x18.SPIN2

Note that thebase-confidile cgenie.eb_go_gs_ac_bg_sg_rg_gl._rwima.BASE specifies the use of a
sediment model — thed’ in the filename. Also note that we are running at a degraded (lower)
18 18 resolution, and requiring fewer (twice as few in fact!) time-steps per year, for an overall
approximately order-of-magnitude decrease in run-time as compared to a stande36 8&solu-

tion configuration ofmuffin. This is extremely helpful in being able to rumuffin on geological
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time-scales but within a reasonable about of real time. (The configuration also utilizes a concep-
tual/idealized continental configuration somewhat similar to as in the snowball Earth experiments.)

The user-config.AB_11.EXAMPLE is set up with the global carbon cycle configured as 'open’

— that is to say, that there is an input of carbon (and alkalinity) to the ocean from weathering, and
a loss due to preservation and burialCdCO; in deep-sea sediments. Depending on the state of
ocean chemistry (and biology) and weathering, these two fluxes (input vs. output) do not have to
balance, and hence ocean carbonate chemistry (and in turn, atmogpBé€xiccan evolve with

time. Thespin-upmay not necessarily have the two fluxes perfectly balanced and hence before you
run any experiments you might want to confirm whether the spin-up provided really is adequately
'spun-up?.

Note that a residual drift can be dealt with if it is relatively small and near linear via the use
of a control experiment, because any experiment you carry out will likely also incorporate (or be
biased) by the same residual drift. Running a control gives you something to directly contrast
your experiment with and calculating the difference (e.qg., a difference map or simple subtraction of
global numbers) will give you the effect of whatever parameters you changed in the experiment but
corrected for any drift. In previous exercises, we were a little lazy, and difference maps were often
created with respect to year 1 of an experiment — strictly, they should have been created relative to
the same year of a parallel control experiment, i.e., results at year 100 should have been contrasted
with the year 100 results of the control.

1j.e. you might plot some of the variables from the results ofsgpie-upexperiment as a function of time and judge
whether they are sufficiently converged or not.
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Sediment model output

There is a whole new set of additional outputs from this configuratiomuwffin, particularly
sediment-specific output from tleEDGEM module and which is saved in thedgem sub-
directory of the main experiments results directory. Data saving differs BB@GEM in that
the composition of the sediments (and other diagnostics such as rain and dissolution fluxes) is
savedonly atthe \ery end of a model experiment (hence unlB{©GEM , which by default saves
a series of time-slices throughout the course of a model experiment). So if you kill a run before the
very end (or the rurashes)you will get no (or little)SEDGEM output.

2D (e.g. surface sediment properties, fluxes, etc.) results can be foundsisotien sub-
directory of your experiment directory in a netCDF file calfiedis_sedgem_2d.nc. (Note that there
is some duplication of results saving, because a seriéimetslicesof sediment composition are
also saved in the 2BIOGEM netCDF filefields_biogem_2d.nc. BIOGEM also saves a selection
of time-seriesof sediment properties +es files startingbiogem_series_sed. For example, the
time-seriedile: biogem_series_sed_CaCO3.res contains information about how the me@aCG;
content of surface sediments (uppermost sediment layer) evolves with time.

The 2D distribution ofwt%CaCQ; — which is the weight fraction of calcium carbona@aCQOs)
in the surface sediments of the deep ocean (i.e., how much plankton carbonate shell material is there
compared to other stuff in the mud at the bottom of the ocean) is saved under a variable called:
sed_CaCOQOa3.

The model also generates artificial sediment ‘cores’ (e.g. Bédgwell[2007]) and hence what

one might expect to see of your applied perturbations as recorded in a sediment core sand then
recovered from the ocean floor(!) In tIBEDGEM results sub-directory, there is a netCDF file
which contains all the locations selected (if any)sedcore.nc. These are not really aligned with
latitude as th&anoply display might suggest — the locations are in fact distributed from all over the
ocean Panoply is being fooled in order to display them together). In 8&#DGEM 2D netCDF

file, these locations are marked in the netCDF varigfité mask_sedcore. The locations of these

cores are stored in a a file containing a little ASCII ‘map’ of the ocean.

e If you are using a 'paleo’ configuration ofiuffin, indicated by a parameter section in the
base-confidile headed by something looking like:

FE okokook ok ok ok ok ok ok ok ok ok ok ok ok ok ok ok sk ok ok ok ok ok ok ok sk sk ok ok ok ok ok ok ok ok sk sk ok ok ok ok ok ok ok sk ok ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok sk sk ok

GRID & BOUNDARY CONDITION CONFIGURATION
ok ok K K oK oK oK K K oK oK ok K K o ok oK ok K K o ok ok ok K K ok oK ok K 3K K oK oK ok K 3K K oK ok ok K K K oK ok ok K K ok ok ok Kk ok ok ok ok K ok ok oK

insert the automatically generated muffingen parameter list here

stk ok sk sk ke ok sk stk ke sk sk sk s ok sk sk ke sk s sk ok sk sk sk s ok sk ke sk sk sk sk ok sk ks s ok sk s sk sk ok sk sk ok ok
R
### cGENIE .config file parameter lines generated by muffingen v0.84 on: 191119 ###

H B B H

then there will be a parameter line that direct muffin to lookS&DGEM configuration files
in the respectivgenie-paleo directory, e.g.:

sg_par_pindir_name=’../../cgenie.muffin/genie-paleo/fkh_pp03/’

e Otherwise, the file lives incgenie. muffin/genie-sedgem/data/input

The filename is given by the parameteg;_par_sedcore_save_mask_name
Simply be editing (using the ASCII text editor) a ‘0.0’ to a ‘1.0’, you can get the model to generate
and save a sediment ‘core’ at that particulg) (ocation.
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netCDF filesedcore.nc variables include:

e phys_layer — sediment layer number (counting down).

e phys_depth -— (cumulative) depth below surface, measured from the sediment surface to the
mid-point of each sediment layer (cm).

e th (cm) —thickness of each sediment layer (cm).

e age_CaCO3 —the mean age @aCQ; particles in a sediment layer.

Note that this will not be defined if there is @aCG; preserved.

e ... then some alternative ways of assigning a chronology to a sediment core ... (ignore) ...

e phys_porosity — sediment layer density (as if you cared!).

e sed_POC andsed_POC_13C — mean organic matter content of each sediment layer and its
613C. But note: in this configuration no organic matter is preserved (hence all zeros for
POC).

e sed_CaCO3 andsed_CaC0O3_13C — mearnCaCQG; content (wt%) of each sediment layer and
its 613C.

e sed_det andsed_ash — the wt% detrital and ‘ash’ contents of a layer (ash is used as a con-
servative numerical sediment tracer in order to mark the depth of the start of the experiment).

Obviously — you could plot e.gCaCQ; (or its 6*3C) as a function of depth and/or age across and
see how your carbon release experiment might be recorded in the marine geological record (e.g.
how does this compare with observations across the PETM?).

Note that the sediment cores reflect not only the material which has accumulated (or not, if it
has dissolved ...) during the course of your experiment, but also the material that accumulated
during the 50,000 year spin-up. PLUS, whatever material the sediment core was initialized with
to start with. For example, the large interval of initially 100% detrital material at the base of the
sediment core simply reflects the initialization of the sediment array in the model.

Also note the ash ‘peak’ near the bottom of the stack (filled) sediment layers — this is a tracer to
‘tag’ the start of the model spin-up. If you look at the spin-up results (not your recent perturbation
experiment) — the ash peak lies in a sediment layer with age 50,000 years. But why is there any
ash deeper than the age corresponding to the start of the spin-up? How can it get there (i.e. what
processes could move solid material deeper within the sediment column)?
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Quantifying how long is the long tail of CO,

You are now considering a rather more complex carbon cycle than before (e.g. now including a
number of additional, mostly sediments/weathering processes). It is hence worth conducting some
idealized perturbations of the global carbon cycle to get a feel for the sensitivity and time-scale of
the (now 'geological’) system response.

For instance — one illustrative experiment, and which has a parallel to experiments you have
conducted previously, is to add a pulS6, release to the atmosphere and track the consequences
for atmospheric @O, and ocean chemistry (particularly ‘alkalinity’), and now also e.g. deep sea
sediments. To theAB_11.EXAMPLE user-configadd the lines:
bg_par_forcing_name=’pyyyyz.FpC02_Fp13C02’
bg_par_atm_force_scale_val_3=8.3333e+016
bg_par_atm_force_scale_val_4=-27.0
in order to achieve a 1000 PgC total release in a single year (or multiply by 5 to be comparable-
ish to the 5000 PgC release Ridgwell and Hargreave2007]) with an isotopic composition of
—27%.— appropriate for a fossil fuel carbon source. For reference — methane derived carbon (e.g.
as from hydrates) would be more like60%,.

BE CAREFUL - if you have previously edited files of tf@cing pyyyyz.FpCO2_Fp13CO2 ,
you are going to need to return whatever you have edited back to its original state. Or, carry out the
following procedure:

1. Fromgenie-main, $ make cleanall

2. Then head up a directory leveld . .) to cgenie.muffin

3. Type:$ git status -uno
You should see a list of all files that you originally installed (cloned from GitHub) that you
have changed. e.g. you might see:

modified: genie-forcings/pyyyyz.FpC02_Fp13C02/biogem_force_flux_atm_pC02_sig.dat
(Note that file you create are not listed. TO see those, typgit status)

4. To restore the state of any file that you might have edged, checkout that file out, e.g.:
$ git checkout genie-forcings/pyyyyz.FpC02_Fp13C02/biogem_force_flux_atm_pCO02_sig.dat

Or ... simply keep the units scale parameter set iruder-config
bg_par_atm_force_scale_val_3=8.3333e+013

as you have done earlier, and edit the numbd?g yr-* in theforcing time-series 6ig) file. (You
still might want to restore the forcing file to its original state if you have previously edited it.)

Run the model for as long as you dare (or can be bothered) — 1,000 or 2,000 years might be just
enough to start to see impacts on deep-sea sediments, but 5,000 or 10,000 years would be much
better. (You can always submit this to the cluster queue and get on with something else.) FYI:
10,000 years is going to take something like an hour ... if you are lucky ...

Plot the time-series of e.g. atmosphepicO, and compare to the (much shorter experiments)
you have carried out before with a simple ocean+atmosphere only system. Compare how quickly
atmospherigpCO;, decays compared to previoustyffin publicationg (e.g. Ridgwell and Harg-
reaveg2007]) or other models (e.gircher et al.[2009]) and how the sediments respond (e.g. the
time-series of sedime@aCQ; content).

2see: http://www.seao2.info/pubs.html
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To properly (quantitatively) appreciate the role of ocean-sediment interaction (and weathering) and
controlling atmospheripCQO,, you need to contrast these experiments with as similar a model
configuration as possible — for instance, one that is identical excepting having no sediments (or
weathering). You can achieve this quite simply: create (/copy-rename) asevconfigoased on
LAB_x.sediments and edit the lines

# set an ’OPEN’ system
bg_ctrl_force_sed_closedsystem=.false.

changing it to:

# set a ’CLOSED’ system
bg_ctrl_force_sed_closedsystem=.true.

What this does is to force the model to always maintain an exact balance between the preservation
and burial in marine sedimentsG@aCQ;, with the supply of solutes derived from the weathering of
CaCG; on land. Because no excess or deficit of weathering vs. sedimentation is allowed to occur,
no changes in ocean chemistry (other than by air-sea gas exchange) occur. This configuration hence
acts (geochemically and dynamically) exactly the same way as a configuration without any sedi-
ments or weathering being present (and as used previously). By comparing the two experiments:
can you deduce the effect of the sediments in modulating (accelerating or decelerating) atmospheric
pCO, decline?

Also view the sediment distribution (€faCG;): what are the impacts on sediment composition
in the case of an experiment configured with an ‘open’ system (vs. a 'closed’ system)? Here, the
time-series file of mean global sediment composititsgem_series_sed_CaCO3.res (in units of:
wt% CaCG;) may help illustrate what is going on here. Note that the way the ‘closed’ system is
constructed; a response of the sediments is predicted and saved in the output, even though it is not
allowed to affect chemistry or atmospheriC @,.

To recap — you are aiming to run@D, emissions experiment usingnauffin configuration
including variable weathering and sedimentatiofB( 11.EXAMPLE ) with a version/copy that you
have edited to create a 'closed’ ocean-atmosphere system, with no ocean-sediment or weather feed-
backs on atmosphen2O,. Ideally, you would also run a pair of control experiments — both "open’
and 'closed’ configurations but with @O, emissions specified. (A total of 4 experiments.)

3You do not have to edit the comment line (#) but it will help you remember what you have done.
4e.g. you could compare tHeCO, time-series of the 2 different experiments.
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Important is to critically and quantitatively assess to what degre#in provides an adequate rep-
resentation of the interaction between ocean chemistry and sediment composition (e.g., in CaCO3
buffering of CO, release and 'carbonate compensation’). Key to this, is contrasting model out-
put against observational-based data. Such an approach is preseRiddwvell and Hargreaves
[2007].

The requirease-anduser-confidiles are provided as part of tmauffin code release:

e cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE — thebase-confidile, includingSEDGEM and

ROKGEM modules.

e EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPINT — the user-configfor the 1st stage
(20 kyr long) spin-updescribed inRidgwell and Hargreavef2007]. This file lives in the
genie-userconfigs sub-directory.

EXAMPLE.worbe2.RidgwellHargreaves1997_536x36.SPIN2 is the 2nd-stage, 50 kwpin-upthat
usesEXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1 as are-start
e.g. you would run the 2 experiments, one after the other:

./runmuffin.sh cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE /
EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1 20000

./runmuffin.sh cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE /
EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN2 50000
EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1

Does the model get the broad patterns right (is it more right than wrong, or more wrong than
right)? Do you think the model-data misfits might be important?

(Pre-run experiments of the same name are also provided friomy./ www.seao2.info/cgenie_output/)
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The marine geology of fake worlds

You can configure any of your previous fake worlds, or generate new ones, to have a full geologic
carbon cycle including deposition 62aCG; in marine sediments and weathering on land.

In order to generate the requisB&DGEM configuration files, you need the following settings
in your muffingen configuration file:

e opt_makeseds=true; —requests tha&8EDGEM files are generated.

e par_sedsopt=2; — requests that a randomized bathymetry is generated. This is needed be-
cause fake worlds have by default, a flat bathymetry.
Instead, if you 'draw’ a non-uniform bathymetry, you would set:
par_sedsopt=0; — requests that the ocean depth levels ('k1’ file’) are used to inform the
ocean floor depth assumed 8£DGEM.
(Option1 is most commonly used in conjunction with a GCM-derived continental configura-
tion.)

So, if you define continents in your fake world, but do not change the bathymetnyfiingen,
par_sedsopt option 2 will give you a randomized distribution of sediment depths (used in the
CaCQ; solubility pressure calculation only). Selecting optwill simply translate your chosen
muffingen ocean depths int8EDGEM depths. Note that you can still have a flat bottom to the
ocean (no variation in ocean floor depth) and choose option

If you define a specific bathymetry by hand (e.g. draw in ocean ridges), you probably do not
want it over-written (by a randorS8EDGEM depth pattern) and hence you should chose ogition

For speed of running model experiments, it is recommended that you generatayffingen
muffin configurations at the lowest reasonable resolution » 18 x 8 would be suitable — 18 18
resolution in lon vs. lat, and 8 levels in the ocean. (You could try pushing this a little further and
more extreme, e.g. 1212 x 8.) Note that when you create yobase-configyou should use the
template:

CONFIG_template_08IvI_R0O7.config

(for the 8-level ocean, rather thaTONFIG_template_16lvI_R07.config which is designed for 16-
ocean level configurations).

Once you have copy-pasted the configuration outpuotafingen into the templatéase-config
file (and suitably renamed it), you need to enable the geologic carbon cycle mo8EBSEM
andROCKGEM). At the top of thebase-confidile, ensure that the following are set:

ma_flag_sedgem=.TRUE.
ma_flag_rokgem=.TRUE.

And then, further down and under the heading:

# TRACER CONFIGURATION

you need to define how many 'tracers’ in the ocean, what they are, and any initial values that differ
from modern defaults. Plus, whatever atmospheric and sediment tracers you want (plus default
values in the atmosphere). Simplest at this point is to copy-paste from an ekiaagonfigsuch

as:

cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE
(which is thebase-configised inRidgwell and Hargreavel007]).
As for a suitablaiser-config..
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... you could take thaser-configrom Colbourn et al.[2013] (itself a modification of Ridgwell
and Hargreaves [2007]) — available as part ofrthdfin code release, as file:

EXAMPLE.worbe2.Colbournetal2013.CTRL (genie-userconfigs sub-directory)

Then generalize this according to the paleo sediment configuration ugsgdgwell and Schmidt
[2010] (file: EXAMPLE.p0055¢.RidgwellSchmidt2010.SPIN1T in the genie-userconfigs sub-directory)
(i.e. makingCaCGQ;/POC export invariant, adding a fixed detrital flux to the sediments).
Cutting the lines down to the bare minimum (excepting comments pertaining to new/altered
lines), a suitabl@iser-confighen looks like:
# ——— CLIMATE = - - - oo oo mmm oo
# enable C02 climate feedback
ea_36=y
# --- BIOLOGICAL NEW PRODUCTION ------==mmmmmmmmmmmmmmmmmmmmmmoo

bg_par_bio_k0_P04=1.9582242E-06
bg_par_bio_c0_P04=2.1989611E-07

# --- ORGANIC MATTER EXPORT RATIOS -----------—mmmmmmmmmm o
bg_par_bio_red_DOMfrac=0.66
# --- INORGANIC MATTER EXPORT RATIOS -----------ommmmmmmmmmmmm oo

# set fixed export CaCO3 as a proportion of particulate organic matter
bg_par_bio_red_P0C_CaC03=0.200

bg_par_bio_red_P0C_CaC03_pP=0.0

# --- REMINERALIZATION ---------mmmmmmm oo
bg_par_bio_remin_DOMlifetime=0.5
bg_par_bio_remin_POC_frac2=6.4591110E-02
bg_par_bio_remin_POC_eL1=550.5195
bg_par_bio_remin_P0OC_eL2=1000000.0
bg_par_bio_remin_CaC03_frac2=0.468
bg_par_bio_remin_CaC03_eL1=1083.486
bg_par_bio_remin_CaC03_eL2=1000000.0

# —-- SEDIMENTS ------—mm oo oo oo
# sediment diagenesis options
sg_par_sed_diagen_CaC03opt="ridgwell2001lookup"
sg_ctrl_sed_bioturb=.true.

sg_ctrl_sed_bioturb_Archer=.false.

sg_par_n_sed_mix=20

sg_par_sed_mix_k_sur_max=0.15

sg_par_sed_mix_k_sur_min=0.15

# additional detrital flux (g cm-2 kyr-1)

sg_par_sed_fdet=0.180

# --- WEATHERING -------coomcmmm oo
# set a ’0OPEN’ system

bg_ctrl_force_sed_closedsystem=.false.

# set CaCO3_weathering-temperature feedback
rg_opt_weather_T_Ca=.TRUE.

# set CaSiO3_weathering-temperature feedback
rg_opt_weather_T_Si=.TRUE.

# weathering reference mean global land surface temperature (C)
rg_par_ref_T0=8.48

#C02 outgassing rate (mol C yr-1)

rg_par_outgas_C02=5.59E+12

# global silicate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaSi03=5.59E+12

# global carbonate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaC03=5.59E+12

# d13C

rg_par_outgas_C02_d13C=-6.0

rg_par_weather_CaC03_d13C=12.8

# --- DATA SAVING ------c--mmmmmm e oo
bg_par_data_save_level=4

bg_ctrl_debug_lvl0=.true.

ma_debug_loop=1

# - END ---mm oo -
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Here, the reference temperature against which the rate of weathering is modified for higher/lower
temperatures, is set for a modern-like continental configuration:

# weathering reference mean global land surface temperature (C)
rg_par_ref_T0=8.48

If left un-changed, then the negative silicate weathering feedback will operate on atmogibgeric

— letting it accumulate, or removing it, until the reference temperature is achieved. If instead, you
want to achieve a specific atmosph&@i®, at steady state, you need to know the relevant mean
global land surface temperature. To determine this — firstmufiin with a prescribed atmospheric
CO, value, e.g. by adding:

# —-— FORCINGS —---mmmmmmmmmm oo
# specify forcings

bg_par_forcing_name="pyyyyz.RpCO2_Rp13C02"
bg_par_atm_force_scale_val_3=278.0E-06
bg_par_atm_force_scale_val_4=-6.5

(or some other value @@0O,) to youruser-config Running the model for about 1000 years should

be more than enough to achieve a near steady-state of surface climate, allowing to read off the
mean global surface air temperature over land (BIOGEMdidgiem_series_misc_SLT.res), and set

the reference temperature to this value. You can then run an experiment without a prescribed atmo-
sphericCO;, forcing, now knowing that the silicate weathering feedback will always act to restore
atmospheri€€ O, back to that alue.

Despite the low grid resolution, this is still going to take a | o n g time for particularly much to
happen and you could probably do with some (numerical) 'help’. You can accelerate the run-time
of muffin in calculating the balance between weathering and sedimentatiohpadiat al. [2015].

To do this, you need to add a new section of parameter choices tséneonfidile:

# --- GEOCHEM ACCELERATION -----------------——— - —————
gl_ctrl_update_pC02=.true.

ma_gem_notyr_min=10

ma_gem_notyr_max=10

ma_gem_yr_min=90

ma_gem_yr_max=90

ma_gem_dyr=0

ma_gem_adapt_auto=.false.

Here, this specifies that you would like to spend only 10 years of full updating of the model for
each 90 years spent in an accelerated calculation which treats the entire ocean as if it were a single
geochemical reservoir (seéord et al. [2015]) — an almost 10 : 1 acceleration and reduction in
experiment run-time. (But note that the ocean circulation and ocean carbon and nutrient cycles will
appear to be taking longer to come to equilibrium because they are only being fully updated 10
years in every 100.

Note that this acceleration is good for spin-ups and determining equilibrium weathering-sedimentation
states, but not so useful for transi€®, changes (see ibhord et al.[2015] for how a less acceler-
ation and adaptive setup had to be used). Similarly, acceleration is not so useful for varying orbits
experiments.
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A couple of different possible experimental investigations foltow.

1. Firstly, you could simply test what happens if there is no sediment surface depth variability as
compared to a configuration with depth (pressure) variability in sediment surface depth (and
one that follows a modern-like distribution of depth vs. area). The science question would
be something like — how important is a distribution of ocean depths to setting the steady state
alkalinity (or saturation) of the ocean? Or: in having an appreciable amount of shallower
sea-floor wher€aCQG; will be preserved and buried much more readily — how much less sat-
urated must the ocean as a whole become in order to balance weathering and sedimentation?
F or this, you'll need 2nuffingen configurations, each with the same continental configura-
tion, but one generated with random sediment depths, and one with a uniform depth.
Simplest, but more tedious, is to ramuffingen twice, with your configuration settings files
differing only in the value obar_sedsopt. However, faster is to generate one configura-
tion using the configuration templafAMPLE_BLANK.m, and then generate a 2nd one, us-
ing the k1’ file generated by the firshuffingen muffin generation. An example of creat-
ing amuffin configuration from a 'k1’ file iS:EXAMPLE_K1_permian.m. Basically, the only
thing that changes between the first and secanffingen muffin generation, in addition to
par_sedsopt, is the value opar_gcm, which changes from (empty) inEXAMPLE_BLANK.m,
to ’k1’ in EXAMPLE_K1_permion.m.

2. As a variant on the above — you might 'draw’ a large and relatively shallow (e.g. 1 or 2 km
depth) sea-floor plateau, run the model, and determine how much this has influenced ocean
chemistry, at steady state (remembering to fun an experiment with no sea-floor plateau in a
second experiment as a control).

3. How important is continental configuration and the position of the continents in controlling
atmospheri€O;, via weathering?
You might, for instance, create 2 different continental configurationslfiingen, both with
the same cratonic (land surface) area, and explore whether you achieve a different steady
state atmosphericO, depending on whether the continent is at the pole, or centered on the
equator. Remember that the parameterized silicate weathering feedback acts to restore global
mean surface air temperature over land, to the reference ¥aoe might then guess the sign
of the change in atmosphe@O, given that the weathering will act to restore the polar and
equatorial continental temperatures to the same value and it does that by causing atmospheric
CO, to change. (But perhaps the magnitude of the effect will be unexpected, which is why
you need a model.)

SNote that in using the givamser-configsettings, steady state is only reach after several 100 kyr (which is going to take
a while, even at low resolution and with acceleration). Regardless of your assumptions regarding sea-floor bathymetry,
you should find that atmosphe@O, always reaches the same value.

6Note that the simple weathering parameterizatiominffin does not care how much land there is, only what the
mean surface air temperature over that land is.
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12.6 Further ideas

You might further explore the role of weathering and sensitivity the sensitivity of atmospitetc

and climate to the strength of the weathering feedback as well as to the assumed rate of volcanic
CO, outgassing, as well as how the products of weathering on land are accommodated through the
burial (and pattern of burial) daCG; in deep-sea sediments. Parameters of ‘interest’ here, i.e.
ones that you might adjust to explore the silicate weathering feedback and long-term controls on
atmospherigpCQO;, are listed undet -- WEATHERING --) in theuser-configand include:

e rg_par_outgas_C02 -— the globalCO, outgassing rate in units ofiolyr 1.
e rg_par_ref_TO -— the reference land surface temperature for weathering (urfi&)of

In muffin, global weathering rates will increase or decrease depending on whether the mean
global surface temperature (which is reported and sav8IQGEM time-serieutput file: bio-
gem_series_misc_SLTres). So, if you increase the reference temperature, weathering rates will drop
andCO, will accumulate in the atmosphere until the Earth was warmed sufficient that the mean
global land surface temperature again matches the reference temperatureicémdrsafor the
case of reducing the reference temperature. Maybe try a pair of experiments (plus a control in which
you do not adjust the reference temperature) in which you adjust the vatge@fr_ref_TO both
up and down, to confirm this.

Conversely, increasing or decreasing the rat€©$ outgassing should also act to increase or
decrease, respectively, global temperatures (at steady state). Another pair of experiments (plus a
3rd, control) would be to try increasing and decreasing the valug gfar_outgas_C02.

Now ... one problem concerns the time it is going to take the system to re-equilibrate to e.g. a
different value ofCO, outgassing. For example, @reene et al.[2019] (and in the Supporting
Information data table S1 for the paper), you'll see time-series of the adjustment of atmospheric
pCG; in response to a change in outgassing rate. And then see it is a ca. 2 Myr time-scale to
equilibrium ...

Help is at hand! And if you read the earlier fake world section, you can accelerate the time-to-
equilibrium for systems such as these. Simply add, to yger-config

# --- GEOCHEM ACCELERATION -----------------——— -~
gl_ctrl_update_pC02=.true.

ma_gem_notyr_min=10

ma_gem_notyr_max=10

ma_gem_yr_min=990

ma_gem_yr_max=990

ma_gem_dyr=0

ma_gem_adapt_auto=.false.

Following Greene et al[2019] and as per the examplser-confi¢files associated with this which

can be found ingenie-userconfigs/MS/greeneetal 2019 — this specifies that you would like to spend

only 10 years of full updating of the model for each 990 years spent in an accelerated calculation
which treats the entire ocean as if it were a single geochemical reservoit_(sdest al. [2015]) —

an almost 100 : 1 acceleration and reduction in experiment run-time. (But note that the ocean circu-
lation and ocean carbon and nutrient cycles will appear to be taking longer to come to equilibrium

because they are only being fully updated 10 years in every 1000.

7 Greene, S.E., A. Ridgwell, S. Kirtland Turner, D.N. Schmidt, H. Palike, E. Thomas, L.K. Greene, and B.A.A.
Hoogakker, Early Cenozoic Decoupling of Climate and Carbonate Compensation Depth Trends, Paleoceanography and
Paleoclimatology, 10.1029/2019PA003601 (2019).
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Another pair of important controls on the preservation and buri@at0; in marine sediments
(but not one that ultimately at steady state, affé@ and climate), are the fluxes 6faCQ; and
organic carbon (POC) to the sediment surface.

All other things being equal — increasing the exporCafCO; and hence flux to the sediment
surface requires that fraction 6faCG; that dissolves increases at steady state. In other words —
instantaneously increasing the flux to the sedimentSafQ; will increase burial relative to the
weathering flux. The excess sink@&CQ; will act to lower DIC and ALK (andCa?+), lowering the
carbonate saturation state of the ocean, and reducing the preserva@i@a@@f. This will continue
up to the point where the preservation and buriaLa€G; once again balances weathering.

An interesting question is what happens to atmospl@@g. Ultimately it must return to its
initial value due to the silicate weathering feedback. However, this occurs on a long (ca. 200 kyr)
time-scale, whereas an imbalance betw€a@Q; weathering and burial can act to change ocean
chemistry on much shorter (1-10 kyr) time-scales. To explore this, you can adjust the parameter
that sets the ratio o€aCG; to POC export — having the effect of changing ©aCGO; flux to
the sediments whilst keeping everything else (almost) in the ocean carbon cycle invariant. The
parameter is:

bg_par_bio_red_P0OC_CaC03=0.200

Adjusting this value higher will increase the global exporCaiCQ; from the surface ocean.

It is much more difficult to adjust the POC flux independen€afCG; (i.e. keeping the global
CaCG; flux invariant) because of the way muffin parameterizes biolo@e&lO; export as a func-
tion of POC export. Without perturbing the ocela@, and hence productivity and carbon cycling
too much, you can shift slightly more or less POC to a form that is assumed to reach the sedi-
ment surface without degradation — i.e. increasing this fraction results in a higher proportion of
exported POC reaching the sediment surface, and reducing the fraction decreases the POC flux to
the sediments and hence organic matter available to help@&@&; dissolution. This parameter
is:

bg_par_bio_remin_POC_frac2=6.4591110E-02

Here, by default, just 0.065, or.®% of organic matter exported from the surface ocean always
reaches the sediment surface unaltered. (In addition, and particularly at shallowed ocean floor
depths, some of the other 836 can also reach the sediment surface. dgwell et al.[2007].)

You might ... investigate other facets of the nature of the relationship between ocean and sediments
(and weathering) as how climatic (biogeochemical) signals are encoded in the marine geological
record. For instance, you could explore the effect/importance of sediment ‘bioturbation’ (e.g. see
Ridgwell[2007]). Whether the surface sediment layers are bioturbation or not is set by the param-
eter:

sg_ctrl_sed_bioturb=.true.

Simply change tafalse. in order to ‘turn off’ bioturbation. What happens if you then ru@ @
release experiment? How is the sediment signéiht?

Rather than driving an initial dissolution 6faCQ; in deep sea sediments, the opposite response —
increased rather than decrea§&a{CG; preservation — can be obtained by remov@1g, from the
atmosphere. This can be implemented by a negative rather than positive emissions scaling in the



186 Chapter 12. The geological cycle of carbon

user-config(of in theforcing itself). BE CAREFUL here, as for a pre-industrial atmosphere with
278 ppmCO;, you do not have a lot more than600PgCin there (the atmosphere) to begin with.
So either: remove less than 60§C, or remove the carbon over rather little longer than 1 year.

Again — view the time-series of ocean composition (e.g. DIC, ABK3C) as a function of
time, plus mean sediment surface compositiwt?4CaCQ;). Also view the sediment ‘cores’ and
hence what in practice has been incorporated into accumulating sediments as a record of what is a
very sharp perturbation at the ocean surface (and atmosphere).

How is an event characterized BYO, removal from the system recorded differently from one
characterized b€ O, release? Are there different implications for constructing core age-scales and
chronology, e.g. where in (core) ‘time’ does the excursion maximum appear to lie? Do all sediment
locations show identical responses (i.e. does it matter what the wt#&CaCQ; is?).
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READ.ME

You will need to download some newg-startfiles. To fetch these — change to tbgenie_output
directory, and type:

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
EXAMPLE.wor jh2.Caoetal2009.SPIN.tar.gz

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.GIteiiaa.BASESFeTDTL_rb.SPIN.tar.gz

$ wget --no-check-certificate http://www.seao2.info/cgenie_output/ ...
muffin.CB.GIteiiva.BASESFeTDTL_rb.SPIN.tar.gz

Then extract the contents. Change directory baaetoe-main directory to rumnmuffin.



13.1 muffin model proxy capability overview 189
13.1 muffin model proxy capability overview




13.2
13.2.1

190 Chapter 13. Proxies and Reconstructing the Past
513C
Fossil fuel 56°C

The earlier experiments on fossil fuelD, emissions to the atmosphere included an assumed iso-
topic composition of the emitted carbon (and a complete ocean-atmospBargcle, even though
we did not pay it any attention at the time. So one useful exercise is to go back to those experiments
and explore how the isotopic composition of fossil fuel carbon is propagated from the atmosphere
into the ocean and hence through the ocean via its large-scale circulation (and also through organic
matter produced at the ocean surface and subsequently exported into the ocean interior). In this, it
is helpful to also take a control experiment (you did run one, right ... ?) and create a difference map
to better visualize how th&'3C patterns in the ocean evolve through time.

By default, fossil fuel carbon is tagged with a mean fossil fuel isotopic signature2@,.
This in set by the parameter:

bg_par_atm_force_scale_val_4=-27.0

which scales the value of specified in the fil®iogem_force_flux_atm_pC0O2_13C_sig.dat in the
forcing directory, which in the previous fossil fuel release experiments wagdhie-forcing sub-
directory:

pyyyyz.FpCO2_Fp13C0O2

To create a more pronounced 'tag’ of fossil fuel carbon, you could, for instance, make the assumed
value of theCO, more negative (e.g—60%would be the signature of methane (natural gas), or
you could push the value even more negative if you like (although you run out of natural analogues
for what this carbon could 'be")).

Note that for organic carbon, in addition to its isotopic composition depending on that of dis-
solved inorganic carbon (technically, t8€,,, component of DIC), the carbon isotopic fraction-
ation scheme also depends on @@, ,q concentration, which will tend to increase as fossil fuel
carbon is taken up by the ocean surface. This scheméi@fractionation into marine organic
matter) is described iRidgwell[2001] as well as more briefly ifirtland Turner and Ridgwell
[2016F. So &'3C or organic matter may potentially change in non-intuitive directions or values
depending on the relative carbon and climate perturbation vs. the magnitude of the isotopic pertur-
bation of the Earth system. You could explore this further by setting the isotopic composition of
the emitted carbo to that of the atmosphere prior to perturbation, or even of the bulk (or surface)
ocean (DIC), such that the applied perturbation becomes one only of surface ocean carbonate chem-
istry and climate and hence revealing more clearly the influence of cha@@ig, concentrations
alone.

IRidgwell, A. J., Glacial-interglacial perturbations in the global carbon cycle, PhD thesis, 134 pp., Univ. of East
Anglia at Norwich, UK, March 2001 — http://www.seao2.info/pubs/ridgwell_thesis.pdf

2Kirtland Turner, S. and A. Ridgwell, Constraints on the rate of carbon injection across the PETM — towards a
theoretical framework for hyperthermals, EPSL 435, 1-13 (2016).
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You can use the sanre-start experiment as used in the fossil fu@D, emissions chapter, or
this one:

EXAMPLE.worjh2.Caoetal2009.SPIN
which is also isotope-enabled and the specific configuration that was described and evaluated
against other models as well as observation§dp et al.[2009F.*

Experiments can be run similar to before (Chapté&r &suming that you copy and rename the
user-config AB_3.CO2emissions to €.g.LAB_3.d13CO2emissions, by:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.ANTH LABS
LAB_3.d13C02emissions 20 EXAMPLE.worjh2.Caoetal2009.SPIN

You might start by viewing thé*3C patterns in the ocean in the-start(and try and understand
how they arise).

For specific experiments — you can employ idealised pulse or ramp etc emissions profiles and
start directly from the pre-industria¢-start, or take your historical transient experiment (first look
at how and'3C isotopic signature associated with fossil @D, is already propagating to the
modern ocean) and then e.g. run an SRES emission scenario (remembering that you can make the
isotopic signature of the carbon more ’distinct’, if you wish).

Past ocean states and 513C

d13C can be used to constrain both the strength/efficiency of the biological pump of the ocean, as
well as its large-scale circulation (in addition to carbon release to the system and potentially also
oceanpH changes in deep time).

Two example configurations and spin-ups are given — one for the late Holocene (effectively,
modern (preindustrial)) and one for the last Glacial Maximum (LGM), plus the respective observed
benthicd13C data-sets (refer to the Sectidiodel-data visualization (and statisti)sBoth model
configurations are derived from fully coupled GCM experiments using the HadCM3 model and
hence muffin is forced by 2D stress and speed simulated by the GCM, plus a zonal mean albedo
profile. The two configuratiofisare:

1. muffin.CB.GIteiiaa.BASESFeTDTL_rb.SPIN
This experiment is additionally configured with late Holocene atmospl&@icand 613C,
modern orbits, and a late Holocene dust flux to the ocean surface.
A plausible circulation in the Atlantic and good statistical fit to the bendiRe is achieved
with a modern-like flux correction imuffin:

bg_par_ocn_force_scale_val_2=0.30
here — 030Sv.

The corresponding observed bentBiéC data-set isHol_d13c_CLEAN.ixt (columns of: lati-
tude, longitude, depth (m$*3C, and a Site label).

3Cao, L., M. Eby, A. Ridgwell, et al., The role of ocean transport in the uptake of anthropogenic CO2, Biogeosciences
6, 375-390 (2009).
4To get thisre-start
$ wget http://www.seao2.info/cgenie_output/EXAMPLE.worjh2.Caoetal2009.SPIN.tar.gz
and extract the contents of this archive by typing:
$ tar xfzv EXAMPLE.worjh2.Caoetal2009.SPIN.tar.gz
5But noting that we are using a differelpase-configiow: cgenie.eb_go_gs_ac_bg.worjh2.ANTH
6Note that they differ only minutely in their filename ...
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2. muffin.CB.GIteiiva.BASESFeTDTL_rb.SPIN
This experiment is additionally configured with LGM atmosph&i©, and 513C, a 21 ka
orbital configuration, and a LGM Holocene dust flux to the ocean surface. Additionally, all
the tracers in the ocean have been concentrated by 3% to reflect the decrease in ocean volume
due to the removal of freshwater to the ice sheets.
A plausible circulation in the Atlantic and good statistical fit to the LGM bentiéC is
achieved with a reduced flux correctionrituffin:

bg_par_ocn_force_scale_val_2=0.05

and so — M5Sv.

The corresponding observed bentidt3C data-set is:LGM_d13c_CLEAN.Ixt (columns of:

longitud€, latitude, depth (m)§13C, and a Site label).

Note that thauser-configsire not in the sub-directonaBs, but instead imviS/odalenetal. CR2020.

You can either copy them tABS and run as normal, or run them froms/odalenetal. CP2020 by
changing theuser-configsub-directory you specify at the command line when running an exper-
iment (better to copy). Also note that in that sub-directory is a README fdedme.txt) that
describes more about the experiment configurations as well as telling you now to run them, e.g.

$ ./runmuffin.sh muffin.CB.GIteiiaa.BASESFeTDTL_rb MS/odalenetal.CP.2019
muffin.CB.GIteiiaa.BASESFeTDTL_rb.SPIN 10000
$ ./runmuffin.sh muffin.CB.GIteiiva.BASESFeTDTL_rb MS/odalenetal.CP.2019
muffin.CB.GIteiiva.BASESFeTDTL_rb.SPIN 10000

if you keep thauser-confidiles in their original directory, or:

$ ./runmuffin.sh muffin.CB.GIteiiaa.BASESFeTDTL_rb LABS
muffin.CB.GIteiiaa.BASESFeTDTL_rb.SPIN 10000
$ ./runmuffin.sh muffin.CB.GIteiiva.BASESFeTDTL_rb LABS
muffin.CB.GIteiiva.BASESFeTDTL_rb.SPIN 10000

if you movethem. Thesearethe commanddo run the spin-ups so male surethatyou copy and
re-namehe userconfigfiles otherwise youl over-write there-startghatyou just downloaded ...
Experiments are a little more challenging to really get anything out of because the model steady-
state take ca. 5000 or so years to come close to steady-state. Hence it is unlikely that you will see
the full impact of any parameter change unless you run an experiment overnight on the queue.
50-100 years would probably the minimum to start to see meaningful adjustments to e.g. ocean
circulation and hence patterns &¥C.
For any experiment that you run, firstly continue on from the corresponahsgart experi-
ment, and secondly allow atmosphe@©®, and 5'°C to respond freely to the perturbation by re-
moving/disabling the atmospheric forcing. TO do this, you can either switch to a different forcing
— one that still has dust deposition and a fresh water transport, but no longer prescribes atmospheric
composition, e.g.:

GIteiiaa.Fsal_SUR.Albani.Oka
Or, in the file:

configure_forcings_atm.dat

in the forcings directory, remove the 2 lines that specify application of atmospb&si@and 6*3C
forcing.

“And so the reverse order to the late Holocene data-set ... i(
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Remember to run an control experiment — restarting from the spin-up provided, and with atmo-
sphericCO, andd3C allowed to evolve freely — there should be (almost) no drift in these variables.

There are fewer obvious interesting experiments for the late Holocene configuration and re-
start, but you might still explore some perturbations of ocean circulation on the basis that most
(almost without exception all) model deglacial/AMOC collapse experiments are run and published
based on a modern or slightly modified modern configuration. SO for instance, you might set the
flux adjustment that maintains the AMOC to zero:

bg_par_ocn_force_scale_val_2=0.0

and see what happens. This should look pretty much like the freshwater hosing experiments (i.e.
rather than apply fresh water to the North Atlantic region in a model that already has a constant
prescribed net salinity transport from North Pacific to North Atlantic, you are simply taking away
the underlying prescribed transport).

Obviously, you might start simply by viewing the distribution@fC in the re-start or in your
control experiment, and visualize the pattern of ocean circulation. You might also note that the
experiment is configured with a number 'age’ tracer that records the mean time since a parcel of
water last 'saw’ the ocean surface — the ventilation age. (But these particular experiments are not
configured withA'4C.)

For the LGM configuration, you might also try completely collapsing the AMOC (reducing
the flux correction from @5Svto zero (or even slightly negative). You are thereby simulating an
AMOC collapse from a glacial state — aka 'HO'. Note that as an alternative to simply removing the
default flux adjustment, it is possible to create a time-dependent flux of freshwater (as traditionally
applied in models, e.g. a pulse or ramp up/down) by editing:

biogem_force_flux_ocn_sal_sig.dat

in theforcing.

You might also consider what a slightly strong LGM AMOC might look like in terms of e.qg. its
steam-function, ventilation ages, andf&rC patterns. A moderate and reasonable increase in the
flux adjustment would be to dial it up taI0DSv (Dialling all the way up to B0Svwould enable
you to access what a modern-like AMOC would look like in an otherwise glacial world.)

In whatever flux adjustment perturbation experiments you chose, there should be significant
consequences for atmosphe®i®, and5*3C that will be of interest.

Further experiments might include swapping around late Holocene and LGM orbital config-
urations, or perhaps applying LGM dust fields to the late Holocene configuration, or vice versa.
Additionally, the prescribe solubility of iron in dust can be modified via the parameter:

bg_par_det_Fe_s01=0.002014275
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13.3 5%%C (and A4C)

muffin also has the capability to track radiocarbon throughout all the atmosphere and marine carbon
reservoirs.1“C is treated exactly as péfC, with the exception that the fractionation witfC is

exactly twice that of3C vs. 12C. As such, most of the input and output is in units3fC, and not

AC. Additional output for selected carbon variables is provideAd€ for convenience, but all

input is asd*“C. (Further additional output is provided as radiocarbon age.)

A re-start experiment is providedEXAMPLE.worjh2.Caoetal2009.SPIN.tar.gz which is isotope-
enabled and described and evaluated against other models as well as observa@Gamseiral.
[2009P. View the end-of-run summary output fileiégem_year_09999_500_diag_GLOBAL_AVERAGE.res)
and note how the atmosphere in this pre-industrial spin-up is reported as being positig B7.4
terms ofd4C (which equates to approximatel§§ asA'“C (e.g. as recorded in the time-series file
biogem_series_misc_atm_D1 4C.res) .

If you continue on from this spin-up using the provided experimentfiig2.3, you'll find that
although atmosphericO, and its3'3C remain at steady state, radiocarbon progressively decays
away. This is because in tfspin-up atmospheri®*“C was continually re-set to a pre-industrial
value, but inEXR12.3, their is neither continual re-setting of atmnosphe¥¢C nor any explicit
production of*“C in the atmosphere. We can correct this by adding the parameter:

ac_par_atm_F14C

to theuser-configile and giving it a value in units ahol yr-2. How to determine what value you
need ... ? Fortunately there is a HOW-TODetermine the atmospheric radiocarbon flux required
to achieve a steady state 14C system

If you specify the value okic_par_atm_F14C as per described in the HOW-TO and based
on the final state of thepin-up and then run a continuing experiment, you should find that the
radiocarbon state of the system remains approximately constant (e.g. as indicated by atmospheric
o%C), with the prescribed production rate balancing the global decay of radiocarbon (across all
reservoirs). Hopefully ...

8Cao, L., M. Eby, A. Ridgwell, et al., The role of ocean transport in the uptake of anthropogenic CO2, Biogeosciences
6, 375-390 (2009).
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I/Ca

The redox chemistry of iodine in the atmosphere and seawater may involve many different iodine
species. However, the iodine species most relevant to the 1/Ca proxy are iodide (I-) and iodate (103-
), which are thermodynamically most stable in anoxic and oxic seawaters, respectively. Laboratory
crystal synthesis experiments, a synchrotron study and modeling show that it is the iodate species
that is incorporated in the calcite structure, whereas iodide may be excluded from the mineral lattice.
Hence, I/Ca values of carbonate should record changes in iodate concentrations in the water. If the
dissolved oxygen level is the dominant control on the iodate concentration, then I/Ca can, to a
first-order approximation, be used as a proxy for dissolved oxygen.

Publications involvingmuffin simulations of ocean iodine cycling (and th&Ca proxy) in-
clude:

e Wanyi, L., A. Ridgwell, E. Thomas, D.S. Hardisty, G. Luo, T.J. Algeo, M.R. Saltzman, B.C.
Gill, Y.Shen, H-F. Ling, C.T. Edwards, M.T. Whalen, X. Zhou, K.M. Gutchess, L. Jin, R.E.M.
Rickaby, H.C. Jenkyns, T.W. Lyons, T.M. Lenton, L.R. Kump, and Z. Lul, Late inception of
a resiliently oxygenated upper ocean, Science DOI: 10.1126/science.aar5372 (2018).

Publications involvind /Ca proxy data, but withmuffin simulations lacking an explicit iodine
cycle (but including oxygen and sulphate), include:

e Zhou, X., E. Thomas, A.M.E. Winguth, A. Ridgwell, H. Scher, B.A.A. Hoogakker, R.E.M.
Rickaby, and Z. Lu, Expanded oxygen minimum zones during the late Paleocene-early Eocene:
Hints from multiproxy comparison and ocean modeling, Paleoceanography 31, 1532-1546,
doi:10.1002/2016PA003020 (2016).

e Zhou, X., H.C. Jenkyns, J.D. Owens, C.K. Junium, X. Zheng, B.B. Sageman, D.S. Hardisty,
T.W. Lyons, A. Ridgwell, and Z. Lu, Upper ocean oxygenation dynamics across the Cenoma-
nian—Turonian OAE 2, Paleoceanography 30, 510-526, doi:10.1002/2014PA0@P15).

To enable the iodine cycle imuffin — refer to Include an iodine cycle in the oceaim the
(Bio)geochemical cycles HOW-TO.

For instance — one might take the pair of Holocene and LGM configurations from previously
(and thed3C proxy worksheet) and enable an iodine cycle — adding the relevant additional tracers
to the base-configgand updating the total number of defined tracers), and adding the relevant

parameters to thaser-configs
The 6*3C proxy base-configsre:

muffin.CB.GIteiiaa.BASESFeTDTL_rb.config
muffin.CB.GIteiiva.BASESFeTDTL_rb.config

for Holocene and LGM, respectively, and the associated EXAMB&&i-configsare:

muffin.CB.GIteiiaa.BASESFeTDTL_rb.SPIN
muffin.CB.GIteiiva.BASESFeTDTL_rb.SPIN

9The additional tracer definitions are given in theffingen file: TRACERADDITION.iodinecycle.txt for conve-
nience, while thaiser-configparameter settings needed are described in the HOT-TO.
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An interesting further exercise would be to take the Cretaceous and/or late Paleocene configurations

used in the publications listed above in whithiffin lacked an explicit ocean iodingde, addan

iodine cycle, re-run, and contrast with the publishé@a proxy data ...
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Model-data visualization (and statistics)

Observed data-sets can be contrasted directly with model fields, visualized, and the statistics of fit
calculated, via thenuffinplot MATLAB functions.

Panoply will allow you to create difference maps, but not provide the corresponding statistics.
Furthermore Panoply will require the data to be in the form of a netCDF file in order to plot a
difference map with a model fieldmuffindata containsMATLAB functions to create netCDF
format files out of raw (location-by-location) or gridded text-format data.

For the late Holocene and LGKI'3C experiments, observed benttd¢3C data is provided in
the same directory as the HOL and LGM experimentiser-config files
(genie-userconfigs/MS/odalenetal. CR2020). Taking these files ... ensuring that the format is
(lon,lat,depth,value) by removing the data column for the Site label, and then (e.g. in MATLAB —
data=rmmissing(data) ;) removing the NaN values and corresponding lines ... the data can be
re-gridded to the GENIE grid and saved in netCDf format, enabling direct model-data comparison
(and anomalies) in Panoply. These (netCDF) files are provided already processed urgder the
data? box on the left hand side of the mymuffin webpab#://www.seao2.info/mymuffin.html
Note that they are for the full 3D model grid, and e.g. surface and shallow depth layers will not

contain any benthic data.

Having processed the raw data as described above (no NaNs or missing values, and in a strict
(lon,lat,depth,value) column format), theuffindata function make_regrid_data2netcdf_GENIE.m
can be used iIMATLAB , e.g.:

>> make_regrid_data2netcdf _GENIE(’d13C_HOL.txt’,’d13C’, ’Holocene benthic d13C’,’0/00’,36,36,16,-180,°)
>> make_regrid_data2netcdf _GENIE(’d13C_LGM.txt’,’d13C’,’LGM benthic d13C’,’0/00’,36,36,16,-180,7’);


http://www.seao2.info/mymuffin.html




README
How low can you go?
Global weathering rate.
Iron fertilization.
Remineralization depth.
Macro nutrient inventory and uptake.
CaCO0O3:POC rain ratio.
Sea-ice extent.
Atlantic circulation.
Global ocean circulation / “brine rejec-
tion’.
Salinity
Terrestrial carbon storage

Stuff to keep in mind:

"There are known knowns.

These are things we know that we know.

There are known unknowns.

That is to say, there are things that we know we don't know.
But there are also unknown unknowns.

There are things we don't know we don’t knbw.

Donald Rumsfeld, former US Secretary of Defense
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14.1 README
blah
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How low can you go?

Your task is to explain low glacial atmospheric CO2.

It is up to you whether you aim for 190 ppm, or want to retain as much consistency with other
(paleoceanographic) constraints as possible.

In addition to the control and spin-up user-configs, you have been provided with: expl12_glacial
which can be used as a template user-config file for you to base (if you want!) your glacial CO2
investigations on (at leastitially).

Before embarking upon some glacial experiments (below) — other model outputs/fields you
might also keep in mind and for which some data/observational constraints on your glacial CO2
'solution’ may be available (e.g. see Kohfeld and Ridgwell [2009]), include:

e The 2D fields_biogem_2d.nc field: phys_seaice ('sea-ice cover’), for which some glacial

sea-ice limit information exists. (CLIMAP)

e The 2D fields_biogem_2d.nc field: ocn_sur_temp ('surface-water temp’) (or view the surface
ocean layer in the 3D file), for which 2 (one older, one newer) comprehensive datasets exists —
it would be reasonable to question whether you achieve an adequate glacial (surface) climate
state and if not, whether this impacts any bias (and in which direction) to your CO2 solution.
(CLIMAP, MARGO)

e The 2D fields_biogem_2d.nc field: sed_CaCO3 ('sediment core-top CaCO3’) (also available
from the sedgem model output), for which some glacial CaCO3 distribution data/estimates
exist. (Old Catubig paper in GBC)

e The 2D fields_biogem_2d.nc field: phys_opsia (' Atlantic streamfunction’). While poorly
resolved in this model configuration, many (glacial) model studies report the circulation field
and hence they provide a point of comparison for your GENIE-based research.

e The 2D fields_biogem_2d.ncfield: ocn_D_DIC_13C (’ planktic-benthic difference DIC_13C’)
and also the individual planktic (surface) and benthic (bottom) fields. A significant amount
of d13C data exists in the literature for both glacial and interglacial states.

e The 2D fields_biogem_2d.nc field: ocn_ben_0O2 (’ bottom-water O2’) (and also horizontal
slices in the 3D file). Ideally, no-where in the ocean should anoxia (no oxygen) occur. It
certainly should not be widespread across one or more ocean basins if your glacial CO2
solution is to get published in Nature ;)

e The 2D fields_biogem_2d.nc field: ocn_ben_sal ("bottom-water sal’) (and also in the 3D file
as horizontal slices), for which some estimates exists for a few places in the ocean. (Jess
Atkins Science paper)

e The 2D fields for surface and deep PO4 (and also in the 3D file as horizontal slices) as some
proxy evidence exists for changes in nutrient utilization. (Cd/Ca proxies — e.g. papers by
Elderfield and Rickaby)

Also refer to the 3D netCDF files and the time-series where helpful.

Note here that the spin-up provided is 'modern’ and hence glacial data cannot be directly con-

trasted — the above suggestions/guidance are intended as a starting point only

In your glacial CO2 investigations, 2 separate initial modifications of the model will nudge it in
the vague direction of a glacial state (e.g., see Kohfeld and Ridgwell [2009]):
¢ A maodification of surface (actually 'planetary’) albedo to try and take account of some of
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the cooling influences of the large (Northern Hemisphere) ice sheets that were present during
the last glacial but which are not calculated or explicitly taken into account in the version of
cGENIE you are using.

e A modification of greenhouse gas radiative forcing (as per in the snowball Earth experiments)
to take into account the lower CO2, CH4, and N20 concentrations in the atmosphere during
the last glacial. While you will be attempting to reproduce ca. 190 ppm atmospheric CO2
(and hence deduce the reasons for low glacial CO2), you may not necessarily achieve this, and
you have no means of explicitly controlling the other A Hitchhikers Guide to the advanced
Black Arts (of Earth system modelling) LAB Session VIl 3 greenhouse gases, so you may as
well get the radiative forcing and hence the glacial climate state as close as possible before
trying to adjust the carbon cycle. But it is up to you whether you prefer to not 'cheat’ and
have whatever CO2 cGENIE simulates, directly affect climate (and hence feed back on CO2).

The glacial boundary conditions are implemented as follows:

e To achieve a pseudo-glacial planetary albedo modification, add the following lines to a user-
config file (and see Lab V):

# adjusted planetary albedo
ea_albedop_offs=0.200
ea_albedop_amp=0.360
ea_albedop_skew=0.0
ea_albedop_skewp=4
ea_albedop_mod2=-15.000
ea_albedop_mod4=-2.500
ea_albedop_mod6=0.000

e For glacial radiative forcing, add the lines:

# glacial CO2 radiative forcing
ea_radfor_scl_co2=0.6835

# glacial CH4 radiative forcing
ea_radfor_scl_ch4=0.5

# glacial N20 radiative forcing
ea_radfor_scl_n20=0.8

If you like — you can carry out separate experiments to test the effect of each of these in turn
and hence to learn the effect and impact on atmospheric CO2 of each individually before combining
them. Ideally, these lines should ultimately be included in all (glacial) experiments that you require
glacial albedo and radiative forcing for.

By all means play around with the albedo and radiative forcing climate boundary conditions,
although one might wonder the reasoning behind adjusting radiative forcing below e.g. that ap-
propriate for full glacial conditions. However, the planetary albedo is less certain as implemented
in the model. For instance, one might legitimately adjust this to achieve appropriate last glacial
sea surface temperatures (SST), or rather: a glacial-interglacial difference in SSTs similar between
model anddata.

By this point, you should have created a new (mostly) spun-up model state, incorporating: (i)
higher planetary albedo, and (ii) lower greenhouse gas forcing. The duration of this new, glacial
spin-up needs to be sufficient to bring the system into (a new) equilibrium (of which the slowest
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adjusting component will be sediment composition (wtwt% CaCO3 will to some extent be reflected
in continuing changes in pCO2 (why?)).

Before carrying on, check that everything is 'correct’ (or at least: understandable) so-far. In
particular: confirm that you have a colder ocean (due to altered albedo and/or greenhouse radiation
forcing) ... no, seriously! You never know what might have gone wrong with a simple slip of the
keyboard ... Surface ocean temperature also has established proxies for its glacial value and so the
model can be contrasted against data.

The file biogem_series_ocn_temp.res is the time-series results file for ocean temperature — the
2nd column is the mean ocean temperature, the 3rd column is mean sea surface temperature (SST),
and the 4th mean benthic (deep (> 2 km) ocean floor). How much colder has it become? s this
realistic? Analyze the SST distribution (the surface field of the 3D netCDF time-slice file, or the
'sur_* variables in the 2D netCDF file) — how does this compare to observations? In the book
chapter the data-based difference in SST between the LGM and Holocene is given. However, the
map given is for the glacial-interglacial difference, which happily is something you have previously
learned to do using Panoply (I hope!).

Also, what is the CO2 impact of lower SSTs? Note that you may not be able to directly compare
your CO2 prediction with all previous studies (e.g. summarized in the book chapter) because in your
model, sea-ice and ocean circulation will also have been affected to some extent by the climate
change. (How much have they been affected? There are also some proxies for sea-ice extent as well
as ideas and hypotheses about ocean circulation changes.) Many (but not all)previous model studies
have simply estimated CO2 changes due to temperature change with fixed sea-ice and circulation
fixed, by prescribing a different ocean surface temperature for the CO2 solubility calculation. (This
is a little beyond the scope of what you are expected to do here, but can be daBAIIE.)

Unless you are *extremely* lucky and already have a value of atmospheric CO2 that is 90 ppm
lower than pre-industrial (ca. 278 ppm) ... (WTF?!) — you may want to test other changes that
might have taken place between glacials and interglacials that affected CO2. Obviously a spot of
creating new user-config files will be in order here (perhaps using: expl2_glacial as a template,
but it is entirely up to you). Ideally, you would test the impact of each change individually first
before combining them, so as to develop a better understanding of the different ways in which CO2
is controlled (and the associated impacts on other elements of the global carbon cycle and climate)
before bunging everything in together.

Before diving straight in — note the number of different modifications of the global carbon cycle
that might be considered and tested in the model. What is your methodological strategy going to
be? Are you going to add all of the modifications into a single run and hope that you can understand
what has happened at the end? (I hope not!) Are you going to run all the modifications individually
(how?). Are you going to try combinations to test whether any combine non-linearly? You will want
to make use of the cluster queue and submit at least some of the experiments. You will also need t
already have a good idea of how long to run them before (hopefully you obtained this knowledge
from the idealized perturbation experiments in the previous tutorials).

Some suggestions (i.e., this not an exhaustive list, nor a prescribed one and not everything
necessarily has to be done!):
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Global weathering rate.

Refer to Ridgwell and Zeebe [2005] for the role of weathering. Also to Kohfeld and Ridgwell
[2009] for some references to the changes in weathering that might have taken place between glacial
and interglacial. The namelist parameter that controls the annual rate of solute input into the ocean
is:

rg_par_weather CaC03=0.9E+13

Either edit this value (under heading: # — WEATHERING —) or add a new line at the end of
the user config file specifying the value you want. Units are mol of CaCO3 weathered per year.

This parameter could also be adjusted to implicitly simulate the effect of a change in carbonate
deposition in coral reefs and other shallow water carbonates, changes that GENIE cannot simulate
explicitly. See Ridgwell et al. [2003]

(http://lwww.seao2.org/pubs/ridgwell et _al 2003a.pdf) for references and discussion of the sort
of change in carbonate deposition on the shelves that might have taken place. A decrease in CaCO3
removal on the continental shelves can be simulated by increasing the weathering flux to the open
ocean. In other words, you can look at the parameter rg_par_weather_CaCO3 as representing the
residual weathering flux to the open ocean, after some of the weathering flux has been removed in
coastal areas. Even if global weathering of the continents did not change, any reduction in CaCO3
precipitation and removal on the continental shelves would result in an increased solute flux to the
open ocean.

[HINT: keeping track of how mean sediment wt% CaCO3 changes will be helpful, as may 2D
sediment dist ributions and ultimately, the sediment core records.]

Iron fertilization.

Read up on this first, e.g., see references in Kohfeld and Ridgwell [2009]. The glacial was dustier
than present, hence there can only have been increased aeolian iron supply to the ocean surface.
However, what is not so clear is how important (relative to Fe being upwelled) aeolian Fe is today,
let alone during the last glacial ...

Anyway: one way to increase the aeolian Fe supply to the ocean surface is simply to increase
the solubility of the Fe in dust. This is controlled by the parameter:

bg_par_det_Fe_sol=0.0015

with the default being a global average dust Fe solubility of 0.15Increasing will increase the
Fe input to the ocean surface everywhere (in direct proportion to the modern spatial pattern). The
pattern of total aeolian Fe supply is recorded in the (2DBIOGEM) variable:

misc_sur_fFetot_mol, with the dissolved component under:

misc_sur_fFe_mol (misc_sur_Fe_sol is the map of solubility, which in GENIE is not uniform
in space — any idea what the reason for this assumption might be?). (A glacially-explicit map of
dust deposition could also be applied in place of the modern deposition map — if you would like to
test this, | can create one, but note that there are very significant 'errors’ in re-gridding dust maps
to this highly simplified continental topography.)

[HINT: viewing maps of particulate organic carbon (POC) export may be particularly helpful.]

Remineralization depth.

There is no temperature control on the rate of bacterial degradation of sinking organic matter (see:
book chapter + references therein) but the effect of lower ocean temperatures and a slower rate
of bacterial degradation of organic matter can be simulated by specifying that particulate organic
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matter reaches greater depth before being remineralized (and CO2 and PO4 released back to the
seawater). The namelist parameter that controls the e-folding depth reached by particulate organic
matter before remineralization is:

bg_par_bio_remin_POC _elL1=589.9451

Either edit this value (under heading: # — REMINERALIZATION —) or add a new line
at the end of the user config file specifying the value you want. Units are m. Read Ridgwell
et al. [2007] for additional discussion of this parameter. See Figure 2-4 in Ridgwell [2001]
(http://www.seao2.org/pubs/ridgwell_thesis.pdf) for an illustration of how the flux of particulate
organic matter decreases with depth in the ocean, plus references therein.

There is also an associated parameter: bg_par_bio_remin_POC_frac2, which sets a fraction of
organic matter that is assumed to settling through the water column completely un-altered (cur-
rently assigned a value of 0.025 == 2.5%), but this is arguably less appropriate to change than
the remineralization length-scale of the more labile fraction (97.5% of exported particulate organic
carbon).

[HINT: viewing distributions of PO4 and/or O2 in the ocean may be helpful. Perhaps also
d13C)]

Macro nutrient inventory and uptake.

Suggestions have been made that nutrients were used more efficiently during the LGM, meaning
that for the same nutrient uptake at the surface more carbon was exported to depth in the ocean. See:
Omta et al. [2006]. There are also a bunch of (relatively old) hypotheses concerning differences
between glacial and modern ocean in how much nitrate (NO3 -) there was. There is no NO3 - in this
version of GENIE (just PO4 3- and Fe), but an analogous change can be made to the phosphorous
cycle.

For the nutrient-to-carbon ratio in organic matter, the relevant parameter is:

bg_par_bio_red POP_POC=106.0

To change the default value (106.0), add a new line at the end of the user-config file specifying
the value you want. A larger number means that PO4 is being utilized more efficiently and more
organic matter ir being produced for the same nutrient consumption.

If you would like to test the effect of adding more PO4 to the (glacial) ocean — a forcing is
provided, called:

p0000b_FeMahowald2006_ADJUST_phosphate

Note that adjusting the ocean PO4 inventory should only be done one (and not accidentally in
each successive experiment!).

[HINT: viewing distributions of PO4 and/or O2 in the ocean may be helpful. Also ocean sedi-
ment CaCOa3 distributions.]

CaCO03:POC rain ratio.

Kicked off by a classic 1994 Nature paper by Archer and Maier- Reimer (see: Kohfeld and Ridg-
well [2009]), one powerful means of changing atmospheric CO2 that has been proposed involves
changes in the export ratio between CaCO3 (shells) and POC (particulate organic matter). Such a
change in ratio could come about through a variety of ways (e.qg., via the 'silica leakage hypothesis’
(see: Kohfeld and Ridgwell [2009]) and also through the direct effect of Fe on diatom physiology
(see Watson et al. [2000] in Nature and also Supplemental Information). There are also ideas about
an opposite ocean acidification effect, whereby the less acidic glacial (compared to modern) ocean
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led to increased calcification and CaCO3 export. Note that this response (higher saturation == great
calcification) is encoded into your model configuration — see Ridgwell et al. [2007b].
In GENIE, the CaCO3:POC rain ratio is controlled (technically: scaled) by the parameter:
bg_par_bio_red POC_CaC03=0.03
The pattern of CaCO3:POC rain ratio is not uniform across the ocean (why? (see: Ridgwell et
al. [2007, 2009]), and its pattern can be viewed in the (2D BIOGEM) netCDF variable:
misc_sur_rCaCO3toPOC.
[HINT: viewing sediment CaCQO3 distribution may be helpful.]

Sea-ice extent.

Changes to sea-ice extent have already taken place due to changes in radiative forcing and planetary
albedo (made previously). There is no much you can do to further adjust sea-ice extent, other than
via further changes to climate (via radiative forcing and/or albedo).

Atlantic circulation.

There are a variety of ideas and hypotheses about glacial ocean circulation and what influence
it had on atmospheric CO2. At least with respect to making tests and experiments in models, a
common ploy has been to produce a collapsed AMOC (e.g., see Chikamoto et al. [2008] (JGR
113)). Rather than apply a continuous freshwater forcing to the ocean throughout an extended
(sediment interaction) time-scale (why would this not be a good idea?), there is a parameter in the
model which creates an adjustment of the salt balance between the different ocean basins (to make
the Atlantic more salty compared to the Pacific). (In other words: salt/freshwater is re-partitioned
between the ocean basins rather than 'new’ freshwater or salt externally added.) This parameter is:

ea_28=0.726862013339996340

Setting it to e.g., 0.0, will result in a collapsed AMOC. But maybe that is too extreme? (You
might read up a little on the glacial ocean circulation literature and chose a value that gives as an
appropriate change to Atlantic circulation as you can judge from the data and literature.)

[HINT: viewing distributions of PO4 and/or O2 and/or d13C in the ocean may be helpful. Also
ocean sediment CaCO3 distributions.]

Global ocean circulation / ’brine rejection’.

Some recent research has focussed on the possible role of 'brine rejection’ in creating a saltier
Antarctic bottom waters (e.g. see Adkins et al. 2002 Science paper) and hence a denser and more
stratified deep ocean, with the idea being this will trap carbon more efficiently. For a very recent
study (and references therein), see:

http://www.clim-past.net/6/575/2010/cp-6-575-2010.html

GENIE has the capability to include this effect (at least crudely) and similarly to Bouttes et al.
[2010]. For this, three namelist parameter values need to be set:

bg_ctrl_force_GOLDSTEInTS=.TRUE.
bg_par_misc_brinerejection_frac=0.1
bg_par_misc_brinerejection_jmax=9

The first, simply allows the BIOGEM biogeochem module to directly influence ocean circula-
tion. The second is the fraction of salt, rejected during sea-ice formation (e.g., see Bouttes et al.
[2010]) that is transferred directly to the bottom-most (underlying) ocean cell in the model. The



14.2 How low can you go? 207

first sets a latitude limit (counted in cells) to the effect — a value of 9 will restrict brine rejection to
the Southern Ocean; a value of 18 will allow it to take place in the North Atlantic as well. (Note
that in e.g., Bouttes et al. [2010], the effect is considered only in the Southern Ocean.)

[HINT: viewing distributions of PO4 and/or O2 and/or d13C in the ocean may be helpful. Also
ocean sediment CaCO3 distributions.]

MISC.

There are of course other possibilities for adjusting the model, although you need an a priori reason
for doing so and what about the possible glacial state of global carbon cycling and climate you are
trying to encapsulate. Examples might include wind speed (or air-sexdgaarge).

Even if you achieve atmospheric CO2 of ca. 190 ppm (and actually, with some mechanisms
on their own and also in combination, it is quite easy to achieve this), how do you know if you are
‘right'? Many of the important constraints are summarized in Kohfeld and Ridgwell [2009] and
Archer et al. [2000]. In particular:

e The distribution of the CaCO3 content of deep-sea sediments. e.g., see Figure 6 in Archer et
al. [2000]. You are not ‘allowed’ to blanket the entire ocean floor with CaCO3 if you want to
be consistent with the paleoceanographic record of the LGM ;)

The predicted distribution of the CaCO3 can be used to assess your circulation change — note
that there is much less CaCO3 in sediments in the North Atlantic at the glacial [Archer et al.,
2000]. See: Chikamoto et al. [2008] for a model assessment of the impact of AMOC changes
on deep-sea sediment composition.

e The ocean should not go ‘anoxic’ (i.e., little to no dissolved oxygen left) over large expanses.
(But you might consider this relative to the modern configuration — i.e., should the mod-
ern simulation under-estimate oxygen concentrations in the deep ocean, so will the glacial
simulation, even if you get the mechanisms exactly right’.)

e There is a map of estimated changes in the biological flux to the ocean floor in Kohfeld
and Ridgwell [2009] (also read the original reference). In the 2D netCDF file, the variable
focnsed_POC gives you the flux of particulate organic matter (actually, carbon) to the ocean
floor. By constructing a difference map of your glacial-interglacial predicted changes, you
could contrast directly to the Kohfeld et al. [2005] reconstruction.

e The GENIE model is set up to predict d13C distributions. See: Curry and Oppo [2005].
There is also an atmospheric record of d13C (also predicted by GENIE) — see: Smith et al.
[1999] and a more recent paper in GBC: Lourantou et al. [2010] ('Constraint of the CO2 rise
by new atmospheric carbon isotopic measurements during the last deglaciation ).

e Other proxies offer varying constraints at the global or regional scales. e.g., see: Elderfield
and Rickaby [2000] (Cd/Ca ratios).

Note that commonly in (glacial CO2) modeling studies, a steady state (or quasi steady state)
simulation is run for the glacial (and compared to pre-indsutrial). The version of cGENIE you have
is sufficiently fast to do this quite effectively. It is possible to do non-state (glacial-interglacial)
simulations, e.g. Ridgwell [2001], but this is rather more involved.

Also note that in all of the above possible adjustments to the global carbon cycle, the mecha-
nism of carbonate compensation is operating. Hence there will be direct (changes in carbon cycling
within the water column) and indirect (interaction between ocean and deep-sea sediments) pro-
cesses operating that will affect CO2. Carbonate compensation will typically take a few 10s of
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thousands of years to fully adjust atmospheric CO2. Not all previous modeling studies include this
effect and in some cases it can drastically influence the predicted change in atmoSg@teric

Finally ... maybe you have achieved close to 190 ppm and are not unreasonably consistent
with various paleoceanographic proxies and are hence feeling rather pleased with yourself... O -
sorry — | forget to mention a little something:

e There is as approximately 3% (1 PSU) increase in salinity (and other dissolved tracers)
due to the presence of large (Northern Hemisphere) ice sheets, and hence loss of freshwater
from the ocean and lower sea-level associated with the last glacial.

Ahhhh ... and | also forgot:

e |t is thought that there was a release of carbon stored on land in vegetation and soils
during glacial climates. (cGENIE has some capabilities to model changes in terrestrial carbon
storage and hence predict this, but you are not using a version with this science module
enabled.)

Unfortunately — both these effects act to increase atmospheric pCO?2 at the last glacial (or de-
crease it across the deglacial transition, which ever way around you like to think of it). So you are
actually rather further off achieving a net 90 ppm difference than you thought.

Salinity
To test the effect of a 3% increase in salinity at the last glacial, you need to create a new userconfig
file (copied from your last glacial ‘best guess’ configuration), add the lines:

bg_ctrl_force_GOLDSTEInTS=.true.
bg_par_forcing_name=’p0000b_FeMahowald2006_ADJUST _salinity’

and run using your last glacial best guess as the restart.

If you want to check that you have applied this forcing correctly: Mean ocean salinity should
end higher than the preindustrial restart that was originally provided (or compared to your best guess
glacial run). The file biogem_series_ocn_sal.res is the time-series results file for ocean salinity —
the 2nd column is the mean ocean salinity. Originally it was 34.904 PSU (or o/00), now it should
be about 35.9.

Note how atmospheric pCO2 has responded to the change in ocean volume and sea-level (and
tracer concentrations) alone. How does this reduced resolution version of cGENIE compare to
published estimates (too much; too little; why? or if

Terrestrial carbon storage

For the reduction in terrestrial carbon storage, you need to try a further experiment (on top of and/or
following on from the salinity change experiment), with the user-config line:
bg_par_forcing_name="p0000b_FeMahowald2006_ADJUST _terrestrialC’

These two forcings are effectively one-off changes imposed on the global climate and carbon
cycle. By selecting the salinity forcing, you add 1 PSU of salinity to the entire ocean (and concen-
trate proportionally all dissolved tracers in the ocean) in a single year. Obviously you only want to
do this once, not multiple times (other wise you will get an increasingly salty ocean ...). Similarly
with the terrestrial carbon change — as specified, this forcing results in 500 PgC of carbon being
added to the atmosphere over a period of 500 years (i.e., at a rate of 1 PgC yr-1) as if to simulate
a commensurate reduction in carbon stored on land. One strategy might be to implement this as a
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Figure 14.1: Baaaa.

second phase of (additional) spin-up (after the salinity modification). Note that while the magnitude

of the glacial-interglacial salinity and sea-level change is well constrained, that of the terrestrial bio-

sphere is not (e.g., see: Kohfeld and Ridgwell [2009]). In investigating the potential causes of low

glacial CO2, do not feel constrained to necessarily run with the default (500 PgC) forcing provided
.. (Think for yourselves!)

To confirm that you have correctly added (rather than subtracted!) carbon to the ocean+ atmo-
sphere — thee ocean + atmosphere carbon inventories should start changing from the start of the
experiment incorporating the carbon change forcing

(p0000b_FeMahowald2006_ADJUST _terrestrialC)

and the change should be approximately uniform. You can calculate the change in ocean + at-
mosphere carbon inventory from the atmospheric CO2 time-series file (biogem_series_atm_pCO2.res
— column #2 is the global CO2 inventory in mol) and the ocean total dissolved carbon timeseries
file (biogem_series_ocn_DIC.res — column #2 is the global DIC (total dissolved inorganic carbon)
inventory in mol). Note you will have to convert from mol to gC (or PgC) in order to compare
to the amount you requested. If the rate of inventory change turns out to be not quite linear, and
particularly if the inventory change should turn to be not quite what you were expecting ... why?
(Hint: refer to the mechanisms discussed in the lecture (and papers) relating deep-sea sediments
and weathering to changes in total carbon (e.g., fossil fuel CO2 release.)
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Overview (and types of model output)

The results of experiments are written to the directerytgenie_output

For any particular experiment, all saved model results, plus copies of input parameters and the
model executable, are gathered together in a sub-directoryogienie_output that is assigned the
same name as the experiment (zser-confidile name), e.g.EXAMPLE.worbe2.Ridgwelletal2007.SPIN.

Every science module saves its results in its own individual sub-directory within the experiment
directory. So for the module that calculates ocean biogeochemical cy8E3GEM , the results
files will thus be found in~/cgenie_output/EXAMPLE.worbe?2.Ridgwelletal2007.SPIN/biogem

Note that the science modudd CHEM does not save its own resulBIQOGEM instead saves
relevant information about atmospheric composition and air-sea gas exchange p&bieEM
essentially savesultsonly atthe very endof amodel experiment (BIOGEM can also save the
spatial distribution of sediment compositiontase-slicesas well as mean composition as a time-
series). Furthermore, in order to attain a common format for both ocean physical properties and
biogeochemistryBIOGEM saves a range of ocean physics properties in addition to temperature
and salinity, such as: velocities, sea-ice extent, mixed layer depth, convective frequency, etc.

Saving full spatial distributions for any or all of the tracers at each and every time-step is not
practical, not only in terms of data storage but also because of the detrimental effect that repeated
disk access has on model performance. InstBd@GEM saves the full spatial distribution of
whatever tracer, flux, and/or physical properties of the system are required (how what fields are
required is specified is discussed later), only at one or more predefined time points (in years).
These are calledime-slices However, rather than taking an instantaneous snapshot, the time-
slice is constructed as an average over a specified integration interval.

The second main data format for model output is that ofirme-seriesof change in a sin-
gle (integrated) property of the Earth system. Model characteristics must be reducible to a single
meaningful variable for this to be practical (i.e., saving the time-varying nature of 3-D ocean tracer
distributions is not). Suitable metrics include: the total inventories in the ocean and/or atmosphere
of various tracers (or equivalently, the mean global concentrations / partial pressures, respectively),
global sea-ice coverage. Likene-slicesthe data values saved in thime-seriediles represent
averages over a specified integration interval (one year by default).

For bothtime-slicesandtime-seriesoutput, the files themselves are created during model ini-
tialization and are periodically updated (appended to) during the experitdente, een before
the experimenthasfinished thg may containdatathatis usefulto view andcanbe usedto check

ontheprogresof an experiment.

ATCHEM
In the ATCHEM results directory, only the following file will be present:

1. *_restart.nc — Re-startfile — a snap-shot of the 2D distribution of atmospheric composition at
the very end of the experiment. Not intended for user-access, although it can be plotted just
like any normahetCDFformat file.

BIOGEM
ForBIOGEM , some or all of the following files will be present:

1with the exception of sediment core location environmental properties, which are saved more frequently.
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1. *_restart.nc — Re-startfile — a snap-shot of the 3D distribution of biogeochemical properties
of the ocean at the very end of the experiment. Not intended for user-access, although it can
be plotted just like any normaletCDFformat file.

2. fields_biogem_2d.nc — 2-D fields of (mostly) ocean bottom, ocean surface, and sediment
surface propertie$ Also: water-column integrals of certain geochemistry diagnostics, air-sea
gas exchange fluxes, atmospheric composition (plus some physical atmospheric properties).

3. fields_biogem_3d.nc — 3-D fields of ocean dissolved and particulate tracer properties (plus
some physical ocean properti€s).

4. biogem_series_*.res* — Time-seriegesults files — globally and surface-averaged (and some-
times also benthic (bottom) surface averaged) property values as a function of time in plain
text (ASCII) format.

5. biogem_year_*_diag_GLOBAL.res — Miscellaneous global diagnostic information. These files
are saved at each requestede-slicewith the file-name string containing the mid-point of
the time-slice (as years). The diagnostics include:

time mid-point and integration interval

global ocean surface area and volume

mean global sir-sea gas exchange coefficient (fog)CO

mean atmospheric tracer concentrations plus total inventory

mean ocean tracer concentrations plus total inventory

mean plus total global productivity

mean plus total global sedimentation

SEDGEM
In the SEDGEM results directory, some or all of the following files will be written:

1. *_restart.nc — Re-startfile — a snap-shot of the 2D distribution of sedimentary properties at
the very end of the experiment. Not intended for user-access, although it can be plotted just
like any normahetCDFformat file.

2. fields_sedgem_2d.nc — Contains 2-D fields of sediment surface and ocean bottom properties.

3. sedcore.nc — netCDF format file containing the stacked records of accumulated deep-sea
sediment composition.
The locations (if any) of sediment cores to be saved is specified in a plain text (ASCII) file
pointed to by the string value of tmamelispparametesg_par_sedcore_save_mask_name®.
In the mask file, a1’ indicates a location to save a sediment core at, artd iadicates that
no sediment core should be saved at this location. This file must be present, so to save no

sediment cores, simply populate the file with all zeros ixaiby yy grid.

4. sedcoreenv_* — These files contain pseudo time-series of surface sediment environmental
properties at each of the requested sediment core locations (if any are chosen).

2The mid-points at which time-slices are saved are specified as described above.

3The mid-points at which time-slices are saved are specified as described above.

4.res is a useful format for processing MATLAB ; for other programs, other extensions are needed. If using the
Mathematica data processing scripts - gegie-docs/cGENIE. AutomationScripts - .dat is needed; this can be set
with gm_string_results_ext=".dat"

5This data is saved only at the termination of an experiment (i.enet@DFfile contains only a single time-slice).

5The location of this file is specified by tIBEDGEM data input directory namelist parameteg,_par_indir_name
which by default iS”/genie-sedgem/data/input.
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5. seddiag_misc_DATA_GLOBAL.res — A summary of mean global sedimentation, dissolution,
and preservation fluxes, and surface sediment composition.

6. seddiag_misc_DATA_FULL.res — Surface sediment and bottom water properties at each and
every sediment grid point.

ROKGEM
In theROKGEM results directory, some or all of the following files will be written:

1. fields_rokgem_2d.nc — 2-D fields of (mostly) land surface, ocean surface, and atmospheric
properties related to weathering.

2. biogem_series_* — Time-series results files.
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Time-slice output

Frequency and timing of fime-slice data saving

Rather than taking an instantaneous snapshot, the time-slice is averaged over a specified integration
intervalAt (in years), defined by the parameteg;_par_data_save_slice_dt’. The model state

is thus integrated from timg — At/2 tot, + At/2. For instance, setting a value &f = 1.0 year

results in all seasonal variability being removed from the saved time-slices, and successive time-
slices then only reflect long-term (>1 year) trends in system state.

The mid-point yearst() for which time-slices should be saved are specified in a single column
pain text (ASCII) file in thecgenie. muffin/genie-biogem/data/input directory, whose name is spec-
ified by the parametesg_par_infile_slice_name®. For example, the defauiime-slicespecification
file save_timeslice.dat contains the specificatién

-START-0F-DATA-
0.5

1.5

4.5

9.5

19.5
49.5
99.5
199.5
499.5
999.5
1999.5
4999.5
9999.5
19999.5
49999.5
99999.5
199999.5
499999.5
999999.5
-END-OF-DATA-

where -START-0F-DATA- and -END-OF-DATA- are simply tags delineating the start and end of
the time point data. Use of this particular specification lends itself to simple experiment run dura-
tions to be adopted (e.g., 10, 100, 10000 years). It provides a good generic starting point in that save
frequency is faster to begin with (when environmental variables are more likely to be rapidly chang-
ing) and less frequently later (when environmental variables are unlikely to be changing rapidly and
maybe converging to steady-state).

To change the time points used fone-slicedata saving, either direct edit this file (less good),
or create a new file (e.g. simply copy and renames_timeslice.dat) with the required save fre-

7An empty list is valid - time-slices will then be populated for you at an interval set by the time-slice integration
interval. But if you really don’t want any time-slices, just set the first (or only) time point to occur beyond the end year
of the run.

8The location of this file is specified by tHR®IOGEM data input directory parametdog_par_indir_name which
by default is”/genie-biogem/data/input.

9The order in which the time sequence is ordered (i.e., ascending or descending time values) does not actually matter
in practice as long as the list of times is ordered sequentially. The list will be internally re-ordered if necessary according
to the selection of ‘BP’ (the model running backwards-in-time) or not according to the logical value of the parameter
bg_ctrl_misc_t_BP, whichis.false. by default.
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guency and timing and saved to thgenie.muffin/genie-biogem/data/input directory, with the
parametebg_par_infile_slice_name pointing to the new filename).

Saving at the experiment end

Just in case an experiment run duration is chosen such that there is no corresponding save point
anywhere near the end of then, atime-sliceis automatically sasdatthe veryendof an experiment
regardless of whether one has been specified or not and with the same averaging as used for the
specifiedime-slices

This lend itself to a means of substantially reducing the amount of data saved, because if you
specify notime-slices you will still end up with (just) the final year saved. You can make this
happen (i.e. forcing only an end-of-rtime-sliceto be saved), by adding to thiser-config

# force time-slice save at run end only
bg_par_infile_slice_name=’save_timeslice_NONE.dat’

Seasonal/monthly data saving

Time-slice(but not currentlytime-serie} data can be saved seasonal or even monthly by selected
by setting a single parameter rather than e.g. specifying a monthly or seasonal data save interval
and editing the time-slice definition file with a series of min-points for months (or seasons). The
way it works is that the overall averaging interval (paramebgt.par_data_save_slice_dt)°
is broken down into sub-intervals of averaging. i.e., breaking down a year interval (the default)
into 4 will give seasonal averaging. The parametg:par_data_save_slice_n wheren sets
the number of time steps in each sub-interval of data saving and hence determines whether the
averaging is e.g. seasonal or monthly. The slightly tricky part is to be sure of how many time steps
in each year ;)

By default,cGENIE.muffin employs 96 time-steps per year for a 16-level ocean circulation
model GOLDSTEIN) and 48 forBIOGEM 1. Hence for a 16-level oceaonfiguration, seasonal
data saving would be obtained with:

bg_par_data_save_slice_n=12

(12BIOGEM steps per averaging interval out of a total of 48)dmonthly averages with:

bg_par_data_save_slice_n=4

(i.e. 4BIOGEM steps for each of the 12 monthly averaging intervals, giving of a total of 48).

For lower resolution configurations eGENIE.muffin, GOLDSTEIN may be operating on
48 time-steps per year, aBIOGEM on 24 or even 12. AsGENIE.muffin starts up it will report
the ocean and biogeochemical time-stepping, such as:

>> Configuring ...
Setting time-stepping [GOLDSTEIN, BIOGEM:GOLDSTEIN]: 100 2

which specifies 100 time-steps per year ®DLDSTEIN, and 50 per year (100/2) f{@IOGEM

for the case of a 16 level ocean using thenmuffin.t100.sh run script. Note that for every
year mid-point specified in thBme-slicespecification file, 4 or 12 (for seasonal and monthly,
respectively) times as many time-slices will actually be saved.

10pefault value = 999
1INote that when running usingmmuffin.t100.sh, 100 time-steps are taken in the ocean and 50 in BIOGEM for
a 16 level ocean model.
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15.2.4 More frequent data saving

Explicit frequent saving of fields or properties at specific locations can be done by setting a more
higher save frequency of the time-slice data. However, because the 2D and 3D fields may contain a
variety of unwanted variables in addition to the target one, save frequency is likely to be limited by
the maximunnetCDF file size that can sanely be manipulated, i.e. there is a limit to how large a
file size you want to generate.

Several alternative options for cutting down the size of the saved data exist:

e (trivial) Make do with global or surface (or benthic) means in tinee-seriesoutput (rather
than saving 2 or 3D data).
e Cut down the types of data saved to the absolute minimum (see 'Data field selection’ below).
e Save only 2D data (rather th@&mand 3D, which is the default). This can be accomplished by
setting the parameters:

bg_ctrl_data_save_2d=.true.
bg_ctrl_data_save_3d=.false.

(both are.true. by default). This disables the 3D data saving, although an empty 3D
netCDF file will still be created.
One option to increase the frequency of 8Me-slicedata saving is to align it automatically with
the frequency ofime-serieglata savindf. This can be done by setting:

bg_ctrl_data_save_3d_sig=.true.

(by default,.false.).

Therecommended/practicalaximumfor saved 3D time-slicess aroundl00 (differenttime-slices,
depending on the number of types of data field selected to be saved.

15.2.5 Less(!) frequent data saving

You could e.qg. edit the defauiime-slicespecification filssave_timeslice.dat'® or create your own
with just a couple or even one single time-point. Or you can specify that no time-slice is saved(!)

Actually, you will always get one — at the very end of the model¥tin.
To do this (rather than creatingiane-slicespecification file with a single entry equal to the last
year of the intended model experiment), set:

# force time-slice save at run end only
bg_par_infile_slice_name=’save_timeslice_NONE.dat’

(which points to an empty file).

12This is in addition to normal 3D saving at the time-slice data saving frequency
13(not recommended
147 safety feature to ensure that however long the experiment runs, you always get data from the very end.
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Time-series output

Frequency and timing of fime-series data saving

For resultsime-seriesa file containing a series of model timég) (@t which data points need be
saved is defined in the same way as tione-slices with the filename specified by the parame-
terbg_par_infile_sig name. Again, the data values saved in the time-series file do not rep-
resent discrete values in time but an average, calculated fromttiméat/2 tot, + At/2 as per
the construction of time-slices. The averaging interysdl, is set by the value of the parameter
bg_par_data_save_sig_dt. The format is also identical to before (with tags delineating the start
and end of the list of mid-points). If there are less than two elements present in the list, a default
frequency of data saving will be invoked, set equal the averaging interval, except in the situation
that this results in an unreasonably large amount of data, when an order of magnitude (or more than
one order of magnitude where necessary) fewer save points are asSumed.

The default setting:

bg_par_infile_sig_name=’save_timeseries.dat’

provides for reasonably generic data saving, with the save frequency faster to begin with and be-
coming progressively less frequently later.

There is a related facility tog_par_infile_sig_name for SEDGEM andROKGEM in the
parameterxx_par_output_years_file_0d, wherexx is sg for SEDGEM andrg for ROKGEM .
These specify files in thgenie-*gem/data/input directory and again contain a list of years for OD
(time-series) output to be generated at. However, urk®@GEM , the data savedo represent
discrete values in time ambt e.g. annual averages.

Saving orbital insolation
[see orbits HOW-TO]

15For historical reasons ... the maximum number of time-series (and time-slice) data points was set to 4096. This is
set by the parameter data_max in biogem_1lib.£90 and can be altered if required.
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Data field selection

Model output — bothlime-sliceandtime-serieddata are saved in blocks or by categories of model
variables. For instance, all dissolved tracers in the ocean (3D neti@eFsliceand/ortime-serie}

or all particle flux fields, all carbonate chemistry and associated variables, all surface sediment com-
position, etc etc. This still requires a multitude of parameters, one for each category and generally
also one for each dime-sliceandtime-seriesdata. In an attempt to simplify this, a single pa-
rameter,bg_par_data_save_level, specifying the sort and amount of data to save can be set
instead.

The value of thebg_par_data_save_level save level parameter is given as an integer be-
tween0 and 99. The specific classes (groups) of data that are saved (as a mnemonic code) in
response to each different selected save level are given in Zaldléor time-slicesaving) and Ta-
ble 25.3(for time-seriesaving), and what the mnemonics strand for in terms of actual data saved
(in real words), are defined in Tablg5.2and??.

An alternative wordy summary to these tables would be:

0 — Savenothing.
1 —Minimum - basic geochemistry only, i.e. ocean and atmosphere tracer fields (omitting e.g.
the miscellaneous fields and time-series — see below).
2 —Basicoutput == basic geochemistry and some physics.
3 —Basic + biologydiagnostics, i.e. ocean and atmosphere tracer fields plus particulate flux
fields and biological diagnostics such as limitations on export.
4 —Basic + geochemistrydiagnostics, including output on air-sea gas exchange, ocean car-
bonate chemistry, and geochemical diagnostics such as remineralization rates and transfor-
mation, ocean pH field (3D), Fe cycle and speciation diagnostics (2D). In conjunction with
theROKGEM module, also: weathering fluxé$.
—Basic + biology + geochemistndiagnostics. A combination & and4.
—Basic + tracer + proxy diagnostics. Tracer diagnostics includes: N*, P* etc., water column
inventories (2D). Proxy diagnostics includes: ocean surface and benthic (and surface-benthic)
tracers (2D). Also trace metals (e.gf d).
—Basic + biology + tracer + proxydiagnostics.
8 —Basic output + biology + tracer + proxy + geochemistrydiagnostics (a somewhat large
selection of variables).
9 —Basic output + full physics(e.g. all grid specifications and properties).
10 —Ocean acidification option== biology and geochemical output fields plus all carbonate
chemistry.
11 —Preformed diagnostics option== BASIC + biology + tracer + proxy + redox diagnostics.
12 —Circulation option == BASIC + tracer + physics diagnostics.
14 — BASIC + FULL (inc. redox) geochemdiagnostics.
15 — BASIC + biology + FULL (inc. redox) geochemdiagnostics.
16 — BASIC + biology + tracer + proxy + FULL (inc. redox) geochemdiagnostics.
99 — Save everything.
>99 — Use explicit user-specified settings for individual save categories. This is the default and is
broadly consistent with previous version of the model.

o Ol

\‘

16The most common option.
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All of options 2-99 save agime-slices

e atmosphere tracer fields (2D)

e ocean tracer fields (3D)

e various miscellaneous diagnostics, including: ocean velocity (3D), overturning stream-
function (2D), sea-ice extent and thickness (2D), incident radiation (2D), convection diag-
nostics (2D), air-sea gas exchange diagnostics (2D).

e core-top sediment composition fields (2D)SEDGEM is selected)

and adime-series

e atmosphere tracer properties (as: atmospheric inventonydqipand concentratiomgol kg1)
or isotopic compaosition)

e oOcean tracer properties (as: ocean inventory, plus mean (whole) ocean, or isotopic com-
position)

e mean surface and benthic tracer properties
e various miscellaneous diagnostics, including: insolation, sea-ice extent, volume, and
thickness; global overturning stream-function, ocean surface pH, land surface temperature,
and Fe parameters.

e sediment (core-top) composition dataSEDGEM is selected)

In addition, further output will be automatically added to the suite of saved data depending on
the module selected and also for certain sort®rding.
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15.5 Re-start files

Re-startfiles are saved in the results directories of each module AF&HEM , BIOGEM , and

SEDGEM, these are imetCDFformat.
For the climate modules eGENIE.muffin (GOLDSTEIN, GOLDSTEIN-SEAICE ,EMBM ),

re-startfiles can be selected to farmermingo72be saved in either plain text (ASCI&tGDFfor-
mat. ASCII format is the current default.
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15.6 Useful output

What follows is a short summary of some of the output and how it can be used.

Note — depending on the specific model configuration (which model modules are selected) and
selected tracers, as well as specific output choice, not all these variables and files will be present in
the model output.

15.6.1 Physics

Filename Data Application

biogem_series_*.res

atm_humidity Mean surface humidity. (?) (rarely used)

atm_temp Mean surface temperature. (deClimate and climate change, when a simple
grees C) global diagnostic imeeded.

misC_opsi Global minimum (-ve) and max- Simple diagnostic of large-scale ocean cir-

imum (+ve) overturning stream- culation. There is some relationship of the
function, also reported for At- maximum (negative and positive) overturn-
lantic and Pacific basins. Units ofing to ocean ventilation.

Sv. (For certain modern configu-

rations.)

misc_seaice Sea-ice fractional cover (\%), As a simple climate (change) diagnostic.
thickness (m), and volume (m3).

misc_SLT Mean global surface land temper-For calibrating and analysing global weath-
ature. (C) ering rates.

ocn_sal Mean global, and typically also For characterizing freshwater changes and
surface and benthic, ocean salinsalinity forcing impacts.
ity. (PSU)

ocn_temp Mean global, and typically also Climate and climatehange.

surface and benthic, ocean tem-
perature. (degrees C)

Table 15.1: Summary of the main (useftihe-serieutput for climate-only ('physics’)
investigations.
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variable variable Description Application
(long name)
atm_humidity  specific humidity surface humidity (?) (rarely used)
atm_temp surface air tfemper-  surface air temperatureclimate patterns and anomalies,
ature" (degrees C) comparison with terrestrial temper-
atureproxies
grid_mask land-sea mask land-sea mask (n/a) copy-paste-edit to create masks for
data analysis
grid_topo ocean depth ocean deptlim)
ocn_sur_sall surface-water sal surface ocean salinity diagnosing freshwater forcing im-

ocn_sur_temp

ocn_ben_temp

surface-water temp

bottom-water temp

(PSUV) pacts, regions of likely deep-water
formation
surface ocean tempera-diagnosing ocean circulation pat-
ture (degrees C) terns, pole-to-equator temperature
gradients, surface ocean tempera-
ture proxy comparisons

diagnosing ocean circulation pat-
terns, benthic temperature proxy
comparisons

benthic temperature ( C)

phys_cost

phys_opsi

phys_psi

phys_seaqice
phys_seaice_th

convective cost

Global streamfunc-
tion

Barotropic stream-
function

sea-ice cover (%)
sea-ice thickness

rate of convective ad- diagnosing deep mixed layers (and
justments anywhere in light limitation of biology) and
the water column (n/a) deep-water formation regions
global overturning diagnosing large-scale ocean cir-
stream-function (Sv) culation patterns, sources of deep-
water formation, deep ocean venti-
lation
stream- diagnosing wind-driven ocean cir-
culation patterns, effect of gate-
ways
(climate / sea-ice)
(climatséa-ice)

barotropic
function (Sv)

sea-ice cover (%)
sea-ice thickness (m)

Table 15.2: Summary of the main (useful, physics-focussed) 2D time-slice output.
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variable variable Description Application
(longname)
ocn_sal salinity ocean salinity (PSU) diagnosing ocean circulation
patterns
ocn_temp temperature ocean temperature (C) diagnosing ocean circulation
patterns
phys_u ocean velocity - u Eastwards component ofdiagnosing ocean circulation
ocean velocity (m/s) patterns and currents
phys_v ocean velocity - v Northwards component of diagnosing ocean circulation
ocean velocity (m/s) patterns and currents
phys_w ocean velocity -w  upwards component of diagnosing ocean circulation
ocean velocity (m/s) patterns (note that velocity is

measured at the top of an ocean
depth layer, hence n/a for the
surfacelayer)

Table 15.3: Summary of the main (useful) 3D time-slice output.
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15.6.2 (Bio)Geochemistry
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Filename Data Application

biogem_series_*.res

atm_pCO;, Global inventory fnol), mean con- Drivers of and feedbacks with climate. Di-
centration &tm) of atmospheric agnostic of response to carbon emissions
COs. (and removal).

atm_pCO,_13C 13C inventory fmol) and 6'°C of Diagnostic of carbon emissions (and re-
atmospheri€0s. moval).  Comparison with (terrestrial)

proxy 513C data.

atm_pO2 Global inventory fnol), mean con- Limited use. Checking orestoring forcing
centration &tm) of atmospheric of atmospherid;. Impacts ofCqrgy burial
Os. if included inmodel.

carb_sur_conc_* Carbonate chemistry componentdNot generally useful.
(mean surfacenfolkg ™).

carb_sur_H Surface ocean mean [H*] More useful is pH — reported undenisc
(molkg ™). (see below).

carb_sur_ohm_arg Mean surface aragonite saturation. Ocean acidification impa€®gpfelease.
Weathering impacts. Relates to carbonate
production by (modern) corals, pteropods.

carb_sur_ohm_arg Mean surface calcite saturation. Ocean acidification impa@®pfrelease.
Weathering impacts. Carbonate production
by foraminifera anatoccolithophorids.

diag_misc_ Applied flux forcings(molyr—1). Whenever arestoring or flux forcing is
specified_forcing_* specified, the actual flux employed, is saved
here. Useful for diagnosing the flux associ-
ated with a restoring forcing (e.g. allowing
emissions flux associated with RQBgtor-
ing forcing scenario to beliagnosed.)

fexport_CaCO3 Total flux (molyr-1) and flux den- Carbonate production. Impacts of ocean
sity (molnt2yr—1), of CaCQ; ex-  acidification.
port from the ocean surface.

fexport_POC Total flux (molyr-1) and flux den- Particulate organic matter export. Impacts
sity (molnT2yr—1), of POCexport of changes in nutrient supply and limita-
from the ocean surface. tion.

misc_surpH Mean surfacepH. Ocearacidification.

ocn_DIC_13C Global inventory nol), mean Carbon release and removal. Surface-

global, surface, and benthd®*C.  benthic — indicator or strength of carbon ex-
port and the biological pump, as well ocean

ventilation.
ocn_02 Global inventory fnol), mean Indication of changes in ocean anoxia.
global, surface, benthic concentra{long-term) Imbalances between burial and
tions (molkg?) of O,. weathering.
ocn_PO4 Global inventory nol), mean Nutrient limitation. (long-term) Imbal-

global, surface, benthic concentraances between burial and weathering.
tions (molkg?) of POy.

ocn_TDFe Global inventory fnol), mean Nutrient limitation. (long-term) Imbal-
global, surface, benthic concentraances between burial ameeathering.
tions molkg 1) of dissolvedFe.

Table 15.4: Summary of the main (useful, plus notes on a few less tised¥serieoutput for
(bio)geochemistry (non ecological) investigations.
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variable
(longname)

variable

Description Application

*

atm_

Distributions of gases Not useful as the atmosphere is
and isotopes. well-mixed. Thetime-seriesout-
puts are simpler and moteseful.

carb_ben_ohm_arg
carb_sur_ohm_cal

carb_sur_ohm_arg
carb_sur_ohm_cal

Benthic aragonite and Impacts of ocean acidification

calcite saturation. of distribution of benthic or-
ganisms. Indicator of sediment
preservation.

Ocean surface aragonitelmpacts of ocean acidification

and calcite saturation.  of distribution of planktic organ-

isms.
fseaair_pCOy pCO,: net sea->air Air-sea CO, gas ex- Indicator of air-sea gas disequi-
gas exchange flux change. librium, regions of out-gassing/in-
density gassing.
misc_pH ocean pH Ocean surface pH. Ocean acidification.
misc_sur_ CaCO3 to POC ex- Particulate Ocean acidificatiommpacts.
rCaCO3toPOC  port rain ratio CaCQ POC ex-
port ratio from ocean
surface.

ocn_sur_TDFe surface-water TDFe

ocn_sur_TDL surface-water TDL
ocn_sur_PO4 surface-water PO4
ocn_ben_PO4  bottom-water PO4

ocn_ben_DIC_13C

ocn_int_DIC DIC water-column
infegrated  fracer
inventory

Ocean surface total dis- Patterns of nutrient uptake and lim-
solvedFe (molkg ™). itation.

Surface ligand concen- (Stabilizes dissolved Fe, but so not
trations molkg™2). useful itself.)

Ocean surface [POy] Patterns of nutrient uptake and lim-

(molkg™). itation.

Benthic [PO4] Indicator of large-scale ocean cir-
(molkg ™). culation and ventilation.
Benthicd13C. Indicator of large-scale ocean cir-

culation and ventilation. Model-

datad'3C proxy comparison.
Pattern of water column Indicator of CO, emissions stor-
integrated oceanDIC age and transport when used in dif-
(i.,e. dissolved carbon ference/anomaly maps and calcula-
storage) nolnT2). tions.

Table 15.5: Summary of the main (mostly useful) 2D time-slice output for (bio)geochemistry.
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15.6.3 Biology/Ecology
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The primary format for saving spatial (2- and 3-D) dataesCDF (network Common Data Form).

More information on the netCDF format and the libraries necessary to compile the model can

be foundhere The writing of netCDF follows roughly th€F1.0 conventior{NetCDF Climate

and Forecast (CF) Metadata Convention). The netCDF output is written f@BIO&EM and

SEDGEM modules separately, and both modules have a flag that suppresses spatial data file saving

in ASCII format, with netCDF format being the default.
Under unix/linux, netCDF files can be interrogated wishncdump -h filename.nc which

will give you the header information of the file. The command is included in the netCDF library

which has to be present to run the model anyway. It's useful to get the NCO software package

helping to concatenate files or extract variables as shell command. A full list of available software

to manipulate or graphically illustrate netCDF files can be foeik

This Chapter covers how to visualipeuffin output, with a particular emphasis on (netCDF)

spatial

data, via:

e Panoply
If you really really must insist on using Windozzzz, the recommended viewer for netCDF is
Panoply(see below)Panoply can be run under linux and on the Mac (OS X).
There is alsmcBrowse Again, this will also run under LINUX and on the Mac (OS X).

e MUTLAB
You can also view netCDF files usifdUTLAB , for which a number of plotting functions
are provided. An advantage here is thatMdTLAB code can be hacked to produce much
more powerful and bespoke analysis and plots.



http://www.epic.noaa.gov/java/ncBrowse/
http://www.giss.nasa.gov/tools/panoply/
http://www.unidata.ucar.edu/software/netcdf/software.html
http://www.cgd.ucar.edu/cms/eaton/cf-metadata/index.html
http://www.unidata.ucar.edu/software/netcdf
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16.1 Plotting with Excel
Just ... don't do it

10bviously, there may be circumstances where it might be helpful to plot time-series oufpxtéh although in
practice, time-series output is much easier and faster to load in and pldWhAB .



16.2 Plotting with Panoply 231
16.2 Plotting with Panoply

In the following sub-sections are some pointers and examplBamdply plotting 2

When you open a netCDF file, you will be presented withogosets window (on the left hand
side of the application window). This contains a list of all the variables available that you can
display. You will find that the 'Long Name’ description of the variable will be the most helpful to
identify the one you want. Clicking (once) and highlighting an entry will display further information
about that variable in theariable window on the left hand side of the application window.

In a drop-down box at the bottom of the application window is an option for shortening the list
of displayed variables in the netCDF file:

e Georeferenced variables — All the spatial (2 or 3D) variables.

e Plottable variables — As above, but now including axis definitions (which can be plotted as
1D lines).

e All variables — all of the variables.

To create a plot of a variable — simply double-click anywhere on the line containing that variable.
A dialogue box will open with various options (Figuié.1). For 3-D model output, you have the
option of whether you want aat-Vert’, ‘Lon-Lat’, or ‘Lon-Vert” plot (for the 2-D fields, the only
choice is'Lon-Lat’).
e ‘Lat-Vert’ plots —a common way of visualizing vertical distribution in the ocean. The default
is for Panoplyto display an average of all longitudes in a zonal mean. Un-tickingithbox
in the Arraytab will enable you to specify a specific longitude section. Be aware that Panoply
likes to plot the depth inverted by default ...

e ‘Lon-Lat’ plots — the classic 2D, top-down view of the ocean. There are multiple levels (depth
layers) in the ocean of data that can be plotted, from the surface to the abyssal ocean.

e ‘Lon-Vert’ plots — (an uncommon option).

For all three: there may be multiple time-slices (i.e., you can plot data saved from different¥/ears).

Create Plot =

More than one type of plot can be created from the variable
‘phys_cost'. What type would you like to create?

ILongib.lde-Laﬁt. - lplot

(" Create 2D plot using |lat + |for X axis and|lon + |for ¥ axis

" Create Ihorizo... vlline plot along |lat w | axis

Figure 16.1:Panoply Create Plot dialogue window.

You can interpolate the data or not (often you may find that it is clearer not to interpolate the

22WARNING* These instructions are strictly valid for older version®é&noply (ca. version 2.9.4), although some
updates to the text have been made in light of version 4.6.2 ... so be aware that the plotting control buttons and options
may have subtly changed in newer versions and the text no longer reflect the exact (current) optaoTtpix ...

SRemember that the default, first time slice, will be the first once saved in the experiment. The last one saved and
displayed, will reflect the end of your experiments.
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data but to leave it as 'blocky’ colors corresponding to the resolution of the model), change the
scale and colors, overlay continental outline, change the projection, etc etc. Gray cells represent
'dry’ grid points, i.e., continental or oceanic crust. To save plot®anoply — from the file menu:

File, thenSave Image As ... and then select the location, filename, and graphics format.

Issues with Panoply default settings

The default settings iRanoply, i.e. those used when a plot is first created, can often mislead. In
particular, note:

e Year (Arraytab)
The default is for the very ldime-sliceto be displayed rather than the experiment end.
The firsttime-sliceis numbered from 1 to however many total time-slices have been saved
(displayed to the immediate right of tivear ,box), and it is this integer number that appears
in theYear box — not the year of the data save. Instead, the mid-point year of the time-slice is
displayed in a second box (labele@ar mid-point’).
Different time-slicesto be plotted can be selected by either clicking through the saved year
count, or by selecting the save year mid-point from the drop-down list.

e Scale Range (Scaletab)
The color scale is auto-scaled so that the range always goes from the minimum to maximum
displayed value. This can potentially mislead if save years and/or depth/latitude slices are
scrolled through as the scale will be automatically adjusted to fit each plot in turn.
Confusion can also arise for fields with no variation, e.g. atmospheric trace gas concentrations
or air temperature — the auto-scaled plot in these instances has a uniform color but with odd
hatching as Panoply dutifully tries to achieve the impossible (creating a scale of multiple
colors for a single value).

e Zonal averagingArray tab)
Lat-Vert plots are displayed as a zonal mean by default. This is indicated by the tick in
the Ave box (bottom RH corner). Un-ticking thave box releases the averaging with the
first longitudinal value of the grid now displayed instead. Similar to how Panoply displays
years — the longitudinal grid locations are counter from 1 to typically 36 (depending on the
resolution of the ocean grid), with the longitudinal mid-point value in degrees East displayed
to the right.
Different longitudinal sections to be plotted can be selected by either clicking through the
grid point number count, or by selecting the longitudinal mid-point from the drop-down list.

e Scale bar tick marksAfray tab)
The tick labels on the color scale are displayed by default in the format: If the typical
values of the variable are order e.g.”$ou will end up with value labels ranging froam
to 0.0 ... This can be most easily resolved in one of two ways:
— The format of the label can be changed by selecting a different option from the pull-
downTick Label Format box (default ==%.1f). For instance%.2e would give a display
in the formatx.xxEyy (Or x.xxE-yy) Or %.6f would givex.xxxxxx.
— An alternative is to re-scale the values. This is done in the Scaling Factor box in which
you set the scale factor in powers of 10. For example: settingeffect converts units
of mol kg~ to umol kg~©.
e Other things to watch out for include:
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— A plot involving depth, being by default, 'up-side-down’!.
This is fixed in thearidtab, and the click buttorswap B/T.

— In "Lon-Lat’plots, the modern continental outline being displayed by default.
This can be fixed by changing options in theerlaytab.

Simply be careful when opening a new plot that you are looking at what you *think* you are
looking at (or what you think you are looking at *is* what you are looking at).

Note that default plotting settings Panoply can be changed (and saved).

Basic plots - examples

TO COME ...

Difference (anomaly) plots

Itis possible to create an anomaly (difference) mag&anoply which are essential when analyzing
changes in a variable that may be small compared to the global spatial variability. To do this:

e First, open the netCDF results file.
e Open the variable of interest, e.gtm_temp (surface air temperature) in the 2D netCDF file.

e From the upper LH corner of the Dataset Browser window, from the drop-down menu, select
the name of the plot you have just createén(_temp in field_biogem_2D...).

e From the upper LH corner of the Dataset Browser window, now click onGbebine
Ploticon.
You now have a plot window that is displaying a difference map. By default, it is showing
you the difference between two identical (in time) slices. The two different slices are labeled
Array 1 (LH side) and Array 2 (RH side).
NOTE: Easier than mucking about witombine Plot, is having open the first dataset, simply
drag another variable from the list of variables in Soerces window, into thePlot window.
You can drag either a different, or the same variable, intekstevindow.

For instance, you can keep one array (Array 1) fixed to the initial (year 1 (centered on 0.5)) and
vary the year in the second array (Array 2). Note that you can select in Panoply whether Array 1 -
Array 2 is plotted, or Array 2 - Array 1, or various proportional or relative differences.

If you switch off the auto-scaling featuraiays fit to data) you can center the scale so that no
change is white, with positive deviations = red and negative = blue by clicking on Center on 0. This
is something of a convention in the scientific literature.

The same variable in two different model experiments can also be opened up and analyzed
combined:

e Start by opening up both required netCDF files.
e Open the variable of interest in one (either one) of the two 2D netCDF data-sets.

e From the upper LH corner of the Dataset Browser window, from the drop-down menu, select
the name of the plot you have just created.
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e Now double-click in the variable in the 2nd netCDF dataset.
You now have a plot window that is displaying a difference map, but of the same variable
between two different experiments, rather than two years of the same experiment.

Ocean velocity plots

By combining the two (horizontal) fields of ocean circulation, rather than a differencéalotply

can create a velocity plot. This is a great way of visualizing surface (and deeper) currents and
circulation patterns. To do this:

e First, open the 3-D netCDF results file.

e Open either thehys_u (‘'ocean velocity - U’) ophys_v (‘'ocean velocity - v') field and select
alon-Lat plot.

e From the upper LH corner of ttsaurces window, from the drop-down menu, select the name
of the plot you have just created.

¢ Now double-click on the other velocity variable (whichever of the u and v fields you did not
open first).

e By default you get a difference map, which is pretty useless really. From the drop-down
Plot menu box (which should be displaying 'Array 1 - Array 2’ by default) seleetctor
Magnitude (bottom of the list).

You now have a plot window that is displaying the ocean velocity field, with arrows indicating
the direction and speed (length of the arrow) together with an interpolated color background
of the speed.

You can re-scale the velocity arrows to more clearly display the circulation pattern by altering
the Scale Length value Contours & Vectors tab). A value of 0.1 is a reasonable choice for surface
currents. e.g. see Figui®.2

If you want to display deeper (in the ocean) current fields and/or different time-slices, take care
that the depth level (/time-slice) in both LH and RH sides ofAhey(s) panel must be changed to
the same value. If displaying deeper current fields, then the velocity vectors will have to be further
re-scaled (to a smaller value) in line with the lower velocities at depth compared to the surface.
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Sqrt[(ocean velocity - u)? + (ocean velocity - v m/s
< ﬂ “ > -

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.10

Data Min = 0.00, Max = 0.09

Figure 16.2: Example (modern) ocean surface velocity (current) map.
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MATLAB plotting

MATLAB 101

If you need a tutorial otMATLAB , either as a refresher, or because you have not used the pro-
gram before, refer to (and/or work through) the following sections ofithdabananaMATLAB
textbook:

e Chapter 1 — this covers the very basics of udWW§TLAB , what variables are, including
scalars (e.g. single numbers), vectors (1D array), matrices (2D array) and higher order arrays,
now to index and carry out basic manipulation of arrays, basic data loading and saving and
plotting.

e Sections 2.1 and 2.2 of Chapter 2, which cover creating (script) programs — i.e. adding all
your MATLAB commands to a file (an or 'm-file ) and running the file, andunctions—
programs ifn-files) where one or more parameters might be passed intiuttetionwhen it
is called (e.g. at the command line), and potentially variables returned.

e In Chapter 3 — subsection 3.1.3 deals with reading in netCDF format data, whichmsitfie
format for spatial data. Section 3.2 deals with more advanced 2D plotting (also of direct
relevance tonuffin data processing and visualization usMégTLAB ).

MATLAB and ASCII (time-series)

Thetime-serieq .res) output of BIOGEM are in a simple plain text (ASCII) format. These can be
read in very easily iMATLAB using theload command. Note that a brief description of each
column of data in théime-seriediles appears on the first first line of the file, and that prefixing this
is a’% symbol, thaMATLAB ignores. Hence only the columns of data gets read in by default using
load :) 4 For example:

>> co2=load(’biogem_series_atm_pC0_2.res’,’-ascii’);
>> plot(co2(:,1),1.0E6%co2(:,3));

loads in the atmosphereO, time-series file (assigning it to the array variabée), and then plots
(as a line graph) the 3rd colum@Q, concentration) vs. the first (time). Because concentrations
are saved in units of atmospheres, a factar .@E6 is applied to concert tpatm Equivalently:

>> co2=load(’biogem_series_atm_pC02\).res’,’-ascii’);
>> scatter(co2(:,1),1.0E6*co2(:,3));

MATLAB ’Import Data’ ...

You can also import the time-series files by clicking onthport Data icon:

¢ Navigate to thdBIOGEM sub-directory of your experiment results directory. EnsureAhat
Files is selected and click on the time-series file you want.

e MATLAB ignores the header lines, and it should be safe to simply cligkpart Selecftion
for all columns, or select what you want to plot — typically year (the first column) and another
one.

¢ A default variable name — the filename minus the underscore characters — will appear listed
in the MATLAB Workspace window . Double-click on the variable name to open up the

4There are also oth&ATLAB commands for reading in text data — refer to to BM&TLAB programming text
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imported data in a table view. If you select columns to plot, and then head over to the main
PLOTS tab, a range of plotting options are provided and a plot can be generated by clicking on
one of the plotting icons.
e Labels can be added, scales and markers changed, etc etcFiguthevindow .
Note that as the data has been imported as an arr®JALAB , you can also plot directly
from the command line. (And indeed, you could also have loaded the data from the command line.)

16.3.4 MATLAB and netCDF (time-slice)

Basically — the only hard part, having opened tie¢CDFfile is in correctly deducing which di-
mension in an extracted data array is longitude, latitude, (sometimes depth), or time. Mostly this
should be pretty obvious from inspecting tiATLAB Workspace window (assuming you have
a column forsize selected to be displayed), or using thieze command. Once you have done
this, you can plot slices, scale data, average or otherwise process data, extract locations at specific
locations, etc etc.

As an example — iIMATLAB , first either change directory to thogem directory of a set of
muffin results, or from where-ever you are, add a path to the location dfittgem directory. To
open the 2BIOGEM netCDF results file, type:

>> ncid = netcdf.open(’fields_biogem_2d.nc’,’nowrite’);
To extract a variable, you first need to find its ID from its name:
>> varid = netcdf.inqVarID(ncid,NAME);

whereNAME is a place-holder for the name of he variable (as a string). You might need to use
Panoplyto display all the different variable names. Or, you can list all the variables and stuff in the
netCDF file usinghcdisp:

>> ncdisp(’fields_biogem_2d.nc’)

Having, by one means or another, identified the name of the variable you are interested in, you
can recover its ID and then the data itself, for examplegfor_temp (surface air temperature):

>> varid = netcdf.inqVarID(ncid,’atm_temp’);
>> data netcdf.getVar(ncid,varid) ;

In loading in the variable, you end up with a multi-dimensional array — 2 spatial dimensions
and if you have more than time-sliceof data saved, 1 temporal dimension (and if you loaded in
the BIOGEM 3D netCDF file, you end up with a 4-dimensional arrafJATLAB reports the
size of the array in th@vorkspace window (depending on which column display options you have
selected). In the example here, which took the experirBeatIPLE. worjh2.Caoetal2009.RCP6pO0,
the array for atmospheric temperature is reported as 36x 8.” so the last of the 8 time-slices
would be accessed as:

S5Note that if you have not selected any data columns, then all the plotting icons are disabled and greyed out in the
PLOTS tab.

6]t also turns out that the order of dimensions for a variable read IMAJLAB |, is the opposite of the order listed
in the Variable window of Panoply.

“Although note that ifPanoply, it is reported asitm_temp(time=8, lat=36, lon=36).
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data(:,:,8);

>> data_last

or

>> data_last = data(:,:,end);

Panoply reports variables in the tBEOGEM 3D netCDF file as having dimensions ofinfe,
zt, lat, lon) (e.g. (time=13, zt=16, lat=36, lon=36)) wher@dATLAB reads itin the reverse order.
For instance, if we load in the (3D) ocean temperature field:

>> ncid = netcdf.open(’fields_biogem_3d.nc’,’nowrite’)
>> varid = netcdf.inqVarID(ncid,’ocn_temp’);
>> data = netcdf.getVar(ncid,varid);

and then type:

>> size(data)
ans =
36 36 16 13

we get an array orientated dsr, lat, zt, timé.2 The final time-slice would hence then be accessed:
>> data_last = data(:,:,:,end);

with data_last now becoming a 3D array with dimensionar, lat, z).

There are three key things to remember at this point:

1. Firstly, the depth levels are read such that indes the surface, andé is the deepest
ocean depth level (in this case, otherwise &)is

2. For the lon-lat part —¢n, lat) equates taows vs. columnsin MATLAB , and hence if
you were to plot e.g. the surface ocean slice:

>> imagesc(data_last(:,:,1));

you will end up with the plot on its side, with latitude along thexis and longitude on the
y-axis.

You can exchange rows and column®ATLAB with thetranspose operatafsee program-
mingMATLAB book):

>> imagesc(data_last(:,:,1)?);

but ... this still leaves you with an up-side-down plot, becddg&LAB reads from the first
row down, whereas in latitude, you are expecting to read from -90 degrees up (towards the N
pole). f1ipud accomplishes the final transformation:

>> imagesc(flipud(data_last(:,:,1)’));

8ztis the depth level in the ocean.
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3. The final complication is thahuffin netCDF output uses a special value to represent an
invalid or null number, e.g. for ocean temperature where the grid point is land (and an ocean
temperature value would have no meaning). In the netCDF definBianoply is told what

the special number is, hence it shows land in grey when plotting ocean variables.

Panoply reports this asnissing_value = 9.969209968386869E36.

There is no easy way (that | can see!) to §XTLAB to deal with this for you, so you need
to search and replace this value, e.g.:

>> null=9.969209968386869E36;
>> data_last(find(data_last==null))=Nal;

which searches for this null value and replaces it witiha#i (so that now it can be simply
plotted).

Once you are done accessing data, it is good practice to close the netCDF file after you are done
with it:

>> netcdf.close(ncid);

The question then remains: what do you actually 'do’ with iIMATLAB ?

Plotting sections

For a quick look-seeimagesc (as per above) is handy.
For more advanced plotting (and for presentation) — refer tarthdabananas MATLAB pro-
gramming text.
As per above, horizontal (lon-lat) fields can be extracted from@@DFoutput by:data(:, :,time)
and from 3D bydata(:, :,zt,time). Obviously, you could also extract lon-depth véata(: ,1at, : ,time)
and lat-depth viadata(lon, :, :,time).
Anomalies (with time) are createdata(:,:,:,time2)-data(:,:,:,time2).

Typically, except a little trial-and-error in extracting the dimensions you want, and also in cor-
recting the orientation of the matrix or resulting plot.

Calculating inventories

Often, the inventory (total mass or number of moles) of the ocean or atmosphere is useful to know,
particularly as a function of time. For the ocean (or atmosphere) as a whotenthserieutput
files report this (alongside the mean global concentration).

You can also calculate this witlATLAB from the netCDF output. Fields of ocean concen-
tration are saved in the 3D output (and atmospheric concentrations in the 2D output). To convert
concentration in the ocean, in unitsmblkg’1 you’ll need to know the mass of each ocean cell, in
units ofkg.

When saving using save option or 99%, you save the 'physics’ of the ocean model, which is
actually mostly just the grid information, such as cell area, thickness, latitude and longitude edges
and midpoints, depth edges and mid point. Also saved are the masses and volumes of the grid of
cells. So to derive an array of cell tracer inventories from an array of concentrations, and the array
of cell masses (variablenys_ocn_M), you'd write:

9Parametebg_par_data_save_level — see earlier.
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varid = netcdf.inqVarID(ncid,’ocn_temp’);

data = netcdf.getVar(ncid,varid);

varid = netcdf.inqVarID(ncid, ’phys_ocn_M’);
mass = netcdf.getVar(ncid,varid);

inventory = data(:,:,:,time).*mass(:,:,:,time);

Before summinginventory to determine the global total inventory, you will, as before, have to
deal with the null values (converting themaN) and then deal with the presencelaiis in the
array when summing ...

The advantage of doing the calculationdMATLAB (despite being provided with the global
mean and inventory in the time-series files) is that you could calculate the inventory of a tracer
(/substance) for just the ocean surface, or just a specific region of band of latitude. Or you could
calculate the mean concentration for just a specific region of the d€ean.

199 calculating mean concentrations, you'll need to volume or mass weight the concentrations, and hence still need
to use one of the physics variables.
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Time-series plofting.
Sediment model output

The muffinplot suite of MATLAB functions provides a means of plotting a variety of output re-
producibly (by means of a saved parameter file) and with the potential for automation (i.e. auto-
matically generating the same analysis for a large number of different experiments).

The functions comprising this software suite include:

plot_fields_biogem_2d— lon-lat plots from the 2biogemoutput.
plot_fields_biogem_3d_i— lat-depth plots from the 3Diogemoutput.
plot_fields_biogem_3d_k— lon-lat plots from the 3iogemoutput.

plot_fields_ccd— analsysis of the 'CCD’ (from bothiogem 2D andsedgem2D output).
plot_fields_sedgem_2d— lon-lat plots from the 2¥edgemoutput.

plot_histc_2d— a generic color-coded histogram function.

plot_sedcore— down-core plots fronsedgemsedcore output.

plot_timeseries_biogem— time-series plots frorhiogemtime-series output.

Note that at this current time, there is no facility for lon-depth plotting (unlik@anoply).

Most of the plots also perform additional functions (which can be generally disabled if not
wanted), such as plotting and saving zonal or depth profiles, plotting difference maps, plotting
and labelling data on maps and carrying out model-data fit statistics and plotting, extracting model
values at data locations.

The following sections provide an overview and examples of such plotting and analysis.
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Installation

muffinplot can be obtained frorgithub. If you do not have ait client on your computer (and
hence cannot clone the repository locally), then simply download the archive file of all the code
(from clone or download — pick Download ZIP).

When you unpack (or clonepuffinplot (note that it is likely to unpack by default into its own
directory), you should see 3 directorie§xAMPLES, andMASKS, source, a series ofm files, and a
single lonely.ps graphics file €olorscales.ps). The.m files are split into filenames with or without
the labeETTINGS — the ones without are code fildsifictiong, and the ones with the woBETTINGS
in their filename, contain parameter settings for plotting.

By default (the parameters can be changed if you wish), wherever you rumuffanplot
plotting function from, requires that you also have a subdirectory calfeghie_output present,
and that the (completehuffin experiment output directories of anything you want to plot should
be in subdirectories of that — i.e. the contentscgknie_output should look like the contents
of cgenie_output on your cluster accouht Mask files reside in th&ASkS subdirectory of the
muffinplot installation, or in your current directory, or anywhere in MATLAB path.

The simplest option is to unpack/clormauffinplot to a directory containinggenie_output and
hence all your experimental results directofds.other words:

1. Create some local directory e.g. calRESULTS.
2. Create a subdirectory RESULTS calledcgenie_output.

3. Drag your experiment results folders across into the subdirectgryie_output, as per the
directory structure on the cluster. (Or better — drag the archived filegdoie_output and
unpack them.)

4. Installmuffinplot in the RESULTS directory.
5. Change thMATLAB working directory taRESULTS.

The plotting functions are run simply by typing their name and passing a list of parameters
(comma-separated, with the complete list enclosed in parentheses). By defasityith@s files
need to be in the same directory as you are running the functions from, or in oneNdATHeAB
paths. Results are saved to a subdirectory that by default is eathee, which will be created for
you if it does not already exist.

All the plotting functions provide some manner of 'help’, that can be obtained by typing at the
command line:

>> help FUNCTIONNAME

whereFUNCTIONNAME is the function name (as per listed above).

LAlthough you do not need to cgall the results over ... just the experiments that you wish to plot up.

2However, themuffinplot functions do not have to be run from the same directory that you are in — you can install
them somewhere convenient, and then WHATLAB set to a directory containing @agenie_output experiment
results directory, you can:
» addpath(PATH)
wherePATH is the path to the directory whenreuffinplot is installed.
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Time-series plotting

Themuffinplot functionplot_timeseries_biogem.m provides a facility to ploBIOGEM time-series
(res) output® You can useMATLAB help on the function name to detail the parameters that need
to be passed (and examples).

The plot_timeseries_biogem plotting function plots a basic set of time-series variables by de-
fault. It then, enables a set up up to 3 additional variables to be plotted. It is also associated with a
file of parameter valuelot_timeseries_SETTINGS.m by default) for fine-tuning plots.

The plotting function requires a list of parameters to be passed in the argument list, i.e.:

>> plot_timeseries_biogem(PAR1,PAR2,PAR3, ... PARn)

These are, in order:

1. PEXP1 —string — the (first) experiment name.
2. PEXP2 —string — is the name of the 2nd (optional) experiment. If no second experiment is
selected, then a null string value must be passed;’i.e.,
3. PTMIN —real — minimum plotted time X-axis).
PTMAX —real — maximum plotted timex-axis).
5. PDATA1 — string — time-series variable name for additional data to plot.
Omit the biogem_series_’and’.res’ parts of the filename.
Leave blank, i.e., ”, for no additional data panel.
PDATA1N —integer— the column number of the data in the time-series file.
PDATA2 — string — time-series variable name for additional data to plot.
PDATA2N —integer— the column number of the data in the time-series file.
PDATA3 — string — time-series variable name for additional data to plot.
10. PDATA3N —integer— the column number of the data in the time-series file.
11. POPT —string— The string for an alternative plotting parameter set.
If an empty (*’) value is passed as this parameter, then the default parameter set file is used.
12. PNAME — string— The string for an alternative filename.

B

© N

Note that if an empty value is passed as this parameter, then a filename is automatically generated.
A simple example usage would be:

>> plot_timeseries_biogem(’myexperiment’,’’,0.0,10000.0,”7,0,°,0,°%,0,°%,%?)

wheremyexperiment is the name of the 1st experiment, followed by and empty stripo@icating
no second experiment. The results are to be plotted from 0.0 to 10000.0 years (the 2 following
parameters.0,10000.0). Then, no additional (maximum 3) optional parameters are requested,
and hence the next parameters passed’ae;’’,0,’,0. Finally, the default plotting parameter
set is required, and no specific alternative filename is ot be used, accounting for the final 2 empty
strings passed.

By default,plot_timeseries_biogem plots 2 panels of data, both with 2 (LH and RH) axes:

1. Atmospheri€O,. Note that if the experiment was Mo0,-enabled (i.e. not run with a global
carbon cycle), a warning is given and 'fake’ data (actually, random numbers) is plotted.

30Obviously — there are lots of different and easy ways of plotting plain text output in the form of a simple column
format.
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2. Atmospheriad*CO,. Note that if the experiment was ndt3CO,-enabled (i.e. not run with
a global carbon cycle), a warning is given and 'fake’ data is plotted.

3. Atmospheric temperature (as a global mean, annual average).

4. Fractional (percentage) sea-ice extent.

Additional model outputs can then be added by listing them in the function call. For example, to
also plot the global overturning strength, which is contained in theitikgern_series_misc_opsi.res,
you would add’misc_opsi’ ,3% where thes indicates the 3rd column of data in the file is to be

plotted, which in this case is the global maximum overturning value (and the 2nd column is the
minimum value). The complete line looks like:

>> plot_timeseries_biogem(’myexperiment’,’’,0.0,10000.0,’misc_opsi’,3,’’,0,7,0,%7,7?)

By default, the plotted variables are all auto-scaled. To specify the y-axes, you will need to
edit the plotting settings parameter fifgot_timeseries_SETTINGS.m. For the default plotted 4 results
variables, the minimum and maximum y-axis limits are specified in the section:

.0;

H

axis_pCO02min =
axis_pC02max =
axis_d13Cmin =
axis_d13Cmin =
axis_Tatmmin =

s
H

b

O O O O O O
O O O O O

axis_Tatmmin = 0.0;

axis_icemin = 0.0;
axis_icemin = 0.0;

The default zero values here, tell the plotting function to create an auto-scale for theyFalis.
lowing this in the parameter file, are the settings for the optional variable plotting:
axis_datal_min = 0.0;
axis_datal_max =
axis_data2_min =
axis_data2_max =

o O O O

axis_data2_min =
axis_data2_max = 0.0;

Note that if you want instead to copy and rename and then edit this settings file, you will need to
pass the new (non-default) filename when calling the plotting function. For example, if you created
a new parameter settings filettings_ NEW.m , then thefunctioncall would look like:

>> plot_timeseries_biogem(’myexperiment’,’’,0.0,10000.0,%’,0,°?,0,’?,0, settings_NEW’,’’)

Spatial plotting
Overview
4 of themuffinplot plotting functions provide spatial (2D) plotting capabilities:

e plot_fields_biogem_2d
Plot a 2-D field from'fields_biogem_2d.nc.

4Don't forget that you omit thebBiogem_series_’ and’.res’ parts of the filename.
SNote the units of atmospher@0, asuatm
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e plot_fields_biogem_3d_i

Plot a vertical-meridional (2-D) slice through the ocean (i.e., all cells have the sdori-

tudinal) coordinate value) froniislds_biogem_3d.nc.

Options are provided for averaging longitudinally over a supplied mask, which may be the
entire ocean and hence giving a global meridional cross-sectional mean, of a specific ocean
basin, or may be a single cell 'wide’ longitudinally and take a meandering path hence simu-
lating an ocean transect. An option is also provided to overlay an ocean circulation stream-
function.

plot_fields_biogem_3d_k.m

Plot a horizontal slice through the ocean frofaids_biogem_3d.nc.

An option is provided for overlaying ocean circulation (velocity fields). Water column in-
tegrals can also be calculated and displayed, as well as benthic surfaces, and the function
can also determine the spatial distribution of the maximum or minimum value occurring any-
where in the water column (or portion of the water column).

plot_fields_sedgem_2d

Plot a 2-D field from:fields_sedgem_2d.nc.

All 4 plotting functions can also overlay observed data and create difference (anomaly) maps
— either between different experiments, time-slices, or variables, or between model and data and
provide summary statistics regarding the difference.

Argument (parameter) list
All 4 plotting functions share exactly the same format of param&fgssed in the argument list:

>> FUNCTIONNAME (PAR1,PAR2,PAR3, ... PARn)

i.e. take a (long!) list of parameters. These are (in order):
Firstly, a series of parameters for defining experiment, variable, and year:

1.

2.

PEXP1 —string— is the name of the 1st (main) experiment. A results directory with the same
name must exist in the directoegenie_output’.

PEXP2 — string — is the name of the 2nd (optional) experiment. If no second experiment is
selected, then a null string value must be passed;’i.e.,

. PVAR1 — string— is the name of the 1st (main) variable. If no valid variable value is given, a

list of valid variable names will be printed ofit.

. PVAR2 —string — is the name of the 2nd (optional) variable. If no second variable is selected,

then a null string value must be passed, ie.,

. PT1 —real (or integen — is the value of the 1st (main) time-slice. If no valid variable value is

given, a list of valid variable names will be printed dut.

. PT2 —real (or integel) — is the value of the 2nd (optional) time-slice. If no second time-slice

is selected, then enter.10

Then there are 2 parameters for plotting sub-sets of the 2D or 3D data (essential for 3D data
which cannot be usefully visualized in raw form):

Sparameters can be in for form of strings, in which case they must be given as a series of characters enclosed in
inverted commas; as real numbers, €.999.5 or 9.995E2; or integers, e.g2, 10.
7Or alternative directory if the default file path settings have been changed.
8As a string, the value must be encased in inverted comthas:
9As sedgemdoes not save multiple and/or time-specific data, a dummy value (anything) is entered here.
10As sedgemdoes not save multiple and/or time-specific data, a dummy value (anything) is entered here.
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1. PIK —integer— varies in its interpretation and is discussed below.

2. PMASK — string — is the name of an optional (2D) mask. A null string (ust be passed
if no mask is requested. A file with the same name (plus an extengiophmust exist in
the directoryMASks!!. The interpretation of this parameter differs slightly between functions
(below).

Next come options for plotting scale control:

1. PCSCALE — real (or integen — is the scale factor for the plot. For example, to plot in micro

molar (umol kg-1) units, enterie-6. The plot is auto-scaled if a value of zero. () is

entered.

PCMIN —real (or integen) — is the minimum scale value.

PCMAX —real (or integen — is the maximum scale value.

4. PCN —integer— is the number of (contour) intervals between minimum and maximum scale
values.

wn

Finally, there are 3 parameters for: specifying discrete (observed) data to be plotted (and an-
alyzed against model projections), for specifying the plotting parameter file to be used, and for
substituting an alternative filename for all the output:

1. PDATA — string — is the filename containing the an overlay data set, which must be format-
ted as separated columns. The precise number and type of columns varies between different
functions and also the plotting options chosen, and are hence discussed later. The full file-
name of this file must be g& including any extensions (e.giat , .txt). This parameter must
be passed asdring; leave blank, i.e’’, for no overlay data.

2. POPT - string — is them-file filename (excluding then extension) containing the plotting
options GETTINGS). This parameter must be passed as a string; leave blank, e grder to
load the default filedlot_fields_SETTINGS).

3. PNAME - string — is the string for an alternative series of output filenames. This parameter
must be passed as a string, e’g@xperiment2’. If an empty (i.e.;’) value is passed to this
parameter then the output filenames will be automatically generated.

The basic parameter list for all 4 plotting functidass hence:

>> FUNCTIONNAME (PEXP1,PEXP2,PVAR1,PVAR2,PT1,PT2,PIK,PMASK,PCSCALE,PCMIN,PCMAX,PCN,PDATA,POPT,PNAME) ;

Function specific interpretation of PIK. and PMASK

A note on the different behaviour of 2 of the passed parameters, depending on whcih plotting

function is used -PIK, and to some extenPMASK, have quite different interpretations depending

on the particular plotting function used:

1. plot_fields_biogem_2d
(a) PIK — is the maximum depthk] level that will be plotted, i.e. all depth levels deeper

thanPIK will be excluded. This is useful for plotting a variable only for the 'deep’
ocean (rather than the ocean overlaying all ocean depths) for example. This value also
provides an alternative way of creating a mask, and only valuededs than of equal
to the passed value will be plotted.

110r alternative directory if the default file path settings have been changed.
12Note that forplot_fields_sedgem_2d several of the parameters are redundamniust still be included (typically
as zeros). This is in order to retain a common parameter list format between all the different plotting functions.
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(b) PMASK — is the name of an optional (2D) mask. A null string (nust be passed if no
mask is requested. (Shallow depths could also be excluded from the plot by means of a
mask rather than settirRjk.)

2. plot_fields_biogem_3d_k

(a) PIK — the depth¥) level to be plotted. Note that the levels are numbered from a max-
imum value designating the surface, to 1 for the deepest ocean level. Typically, max-
imum values for the number of ocean levels arg.g. Ridgwell et al.[2007]) or 16
(e.g.Cao et al.[2009]).

Non ocean levek values have special meanings here:
i. 0
A zero will result in a water column integral being plotted. With data, the model-
data is carried out on the grid as a whole.
i -1
Will result in the benthic surface being plotted.
(b) MASK — is the name of an optional (2D) mask. A null string (nust be passed if no
mask is requested.
3. plot_fields_biogem_3d_i
(a) PIK — the longitude-depthij slice through the ocean to be plotted.
Non longitude grid point values have special meanings here:
I. O
A zero will result in a zonal mean being plotted. With data, model-data comparison
is conducted at the specific data locations, rather than vs. a zonal mean model
value.
i -1
| have forgotten what this does ...

(b) MASK — is the name of an optional (2D) mask. A null strind (nust be passed if no

mask is requested.

For example: if the mask is of the entire oceansk_worbe2_ALL.dat), the result is

a global meridional cross-sectional mean.

If the mask is just of a single basin such as the Atlantisk_worjh2_Atlantic.dat),

the result is the Atlantic meridional cross-sectional mean.

Masks can also be constructed that are only a single cell wide longitudinally, but which
take a meandering path following an ocean trariSect

The trivial usage would be to construct a mask consisting of a vertical lins efthe
result is equivalent to setting an appropriatealue inPIK.

4. plot_fields_sedgem_2d.m iS an exception as it does not (currently) use either parameter.
PIK must be entered as(any integer will do in fact), an@MASK as’’.

The mask itself (ifPMASK contains a mask name) is a 2-D array of model grid points (on the
BIOGEM grid) in the form of a simple ASCII file. A value oft’ represents a vertical column of
ocean cells to include, whereas a valoiewill exclude all cells in the water column at that particular
grid point. Examples of some masks can be found irMheKs subdirectory omuffinplot .

13e.g., as inmask_worh2_GEOSECS_WATL.dat
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Basic usage

What follows are some basic and quasi random examples, just to illustrate a simple use of the three
main plotting functions.

1. Surface ocean temperature
Surface ocean temperature can be plotted in 2 ways — via the 2d plotting function (but only
if the surface tracer properties fields have been saved, as these are optional), or via the 3d
plotting function.

Year: 9999.5 / Data ID: ocn sur temp

90
60

30

Latitude

-30

plot-fields-biogem~2d / on: 171031

-60
-90 T
-180 -90

0
Longitude

Figure 17.1: Example basic (default) surface temperature plot.

For example:

>> plot_fields_biogem_2d ...
(’EXP1’,°’,’ocn_sur_temp’,’’,9999.5,-1,16,7°,1.0,0.0,30.0,30,”’,7’,’examplela’);

plots from the experimer#XP1, the variablercn_sur_temp for time-slice9999. 5 (the mid-

point time of the final year of a 10,000 year experiment). The color scale isdroro 30. 0,

with no re-scaling {. 0), and30 color intervals in the scale. The defas#fTINGS parameter

file is used, and the default filename string replaced withmpleia. The only other thing

to note, is for parameteR1kK, a value of16 is set — corresponding to the ocean surface. See
Figurel7.1

Note that in this example, the variabden_sur_temp is assumed. However, the model
results variablecn_sur_temp is not always saved iBIOGEM 2D netCDF output. If the
requested variable, such asn_sur_temp does not exist, or is mis-speRMATLAB will

pause and provide a warning. It will then list all the variables in the netCDF file that it can
find and wait for a new variable name to be inputted. For instance, a variable that is always
saved inBIOGEM 2D netCDF output i:tm_temp (surface air temperature) and could be
substituted in the plot. Also note that time (the time-slice year to be plotted) is similarly
handled — if the specific time-slice value does not exist, a list of all possible time-slice years
are provided and a substitute value requestddABELAB pauses and wait for your input.

To add contours, in the defadETTINGS parameter file (or a copied and re-named version
thereof), adjust the following line:

contour_plot = ’y’; % [ ’y’] OVERLAY CONTQUR PLOT?

The results of this are shown in Figut&.2
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Year: 9999.5 / Data ID: ocn sur temp

Latitude

plot-fields-biogem-2d / on: 171031

T 1
920 180

0
Longitude

Figure 17.2: Example surface temperature plot, with contours.

Refinements to the contouring can be done by changing the lines:

contour_mod = 1; % [ 1] NUMBER OF COLOR INTERVALS PER CONTOR
contour_mod_label = 5; % [ 5] NUMBER OF LABELED CONTOURS PER CONTOUR
contour_label = ’y’; % [ ’y’] LABEL CONTOURS?

contour_dashneg = ’n’; % [ ’n’] PLOT NEGATIVE CONTOURS DASHED?

(these are the more commonly used refinements).

Here: contour_mod determines how many color intervals per contour interval, which in the
previous SST plot example, was. So a value oft will give you 30 contours — one every 1
degree C. And a value afwill give you 6 contours — one each 5 degrees C.
contour_mod_label then determines whether you want the contours labelled or not. The
answer (parameter value) to be the charagter n, as a string (i.e. in inverted commas).

If you elect to have contour labelsontour_mod_label determines how frequently to label
the contours. A value df labels every single contour. A valuedfabels every other contour.

So for instance, if you sefontour_mod=5 andcontour_mod_label=2 in the previous SST
example, you get a contour evegylegrees C, and a temperature label euérgegrees C.

Alternatively, using 3d plotting, you could plot the ocean surface temperature field as follows:

>> plot_fields_biogem_3d_k ...
(’EXP1°,°’,’ocn_temp’,’’,9999.5,-1,16,72,1.0,0.0,30.0,30,°?,?,’examplelc’);

The main things that change here are firstly the variable name -ecwvtemp, and secondly
because this is a 3D ocean field, we need to specify what ocean model level we want to plot

—this is where the integes comes in and corresponds to the inpIK, as discussed earlier.
The resulting plot will be identical to Figurk7.1

2. Global zonal average temperature profile
To keep with ocean temperature, we can usepthet_fields_biogem_3d_i function to
plot the global zonal mean (lat-depth) profile (rather than horizontal, surface slice):
>> plot_fields_biogem_3d_i ...
(’EXP1°,°’ ,’ocn_temp’,’’,9999.5,-1,0,7,1.0,0.0,30.0,30,7’,”’, ’example2a’);
The only significant change as compared to before, is settindoa input parametepPIK
(again — see earlier). The results is shown in Figits

3. Pacific dissolved oxygen profile
As per choosing ocean levels-yalues) in the lon-lat plotting, you can also specify a specific
longitude for creating a lat-depth section rather than calculating and plotting a global zonal
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Data ID: ocn—-temp /i =0

plot-fields-biogem-3d(i) / on: 171031

-90 -60 -30

0 30 60 90
Latitude

Figure 17.3: Zonal mean global ocean temperature profile.

mean. e.g. Figuré7.4was created by:

>> plot_fields_biogem_3d_i ...
(’EXP1°,°’,%0cn_027,77,9999.5,-1,10,°’,1.0E-6,0.0,300.0,30,°?,?,’example3a’) ;

The chosen section is somewhere in the Pacific, along a line of longitude (whatever corre-
sponds toi=10 on this muffin model grid ... | guess about 165W ...). Here, the variable

to be plotted has also been changeska_02'°. Because the units of dissolved oxygen are
much smaller than for temperature (in degrees C), the plotted scale has also been changed —
from 0 to 300umolkg! rather than the netCDF variable unitsmablkg. To achieve this
re-scaling, a units scaling value bfOE-6 is specified for paramet@CSCALE.1®

Data ID: ocn-02 /i =10

I -
! L

Depth (km)

8832522223523 8883888

IS
L

plot-fields-biogem-3d(i) / on: 171031

-90 -60 -30 0 30 60 90
Latitude

Figure 17.4: Ocean oxygen profile on a Pacific transect.

4. Atlantic zonal mean dissolved oxygen profile
So far, with the exception of plotting a gridded cof@ld and a contoured field at the same
time, all these examples can also be don@amoply. One difference, is the ability in the
muffinplot suite of MATLAB functions to apply masks — isolating geographical regions or
even single points. In thelASKS directory, are a series of example ASCII mask files, mostly
for the 2 (8- and 16-level ocean) modern published configuratiomsudfin. For instance,
mask_worjh2_AtlanticALL.dat has all the grid points in the entire Atlantic basin assigned a

value of 1, with 0 everywhere else. If we apply this first to the surface ocean dissolved
oxygen field:

14Als0 turning on the contour plotting.
15You'll need a biogeochemsitry enablbdse-config

16Note that the scaling specified is as the new units relative to the old units —-imeoékg ! relative tomolkg1 and
hence 10%. ALSO NOTE thatPanoply does it the other way around ... :(
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>> plot_fields_biogem_3d_k ...
(’EXP1°,°’,%0cn_02,7,9999.5,-1,16, ’mask_worjh2_AtlanticALL.dat’,1.0E-6,0.0,300.0,30,
72 2 Jexampleda’);

we obtain Figurel7.5
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plot-fields-biogem-3d(k) / on: 171031

Figure 17.5: Distribution of surface ocean dissolved oxygen in the Atlantic.

Here, itis clear how the masked has been applied and all the ocean falling outside of the mask
is plotted as white (no data).
We can also apply a mask field to the zonal average plot:

>> plot_fields_biogem_3d_i ...
(’EXP1°,°?,%0cn_02,77,9999.5,-1,0, *mask_worjh2_AtlanticALL.dat’,1.0E-6,0.0,300.0,30,
72,0 Jexampledb’);

(Figurel7.6

Data ID: ocn-02 / mask = mask—wor]h2 —AtlanticALL.dat

plot-fields-biogem-3d(i) / on: 171031

90

Lantude

Figure 17.6: Mean zonal ocean oxygen profile in the Atlantic.

17.3.2 Example analysis

An set of MATLAB m-file functions are provided that define a series of different generic and basic
experiment analysis and plottings, witloke_analysis_ALL.m provided as a template for carrying
them all out in one go. Obviously, the individual aggregate plotting functions can be edited, added
to, or with unwanted or irrelevant plots, commented out or deleted — treat these all simply as tem-
plates for developing your own analysis strategy (as well as viewing the associated configuration
files as illustrations of the function/use of some of the different further plotting ogtipns

The aggregate plotting functions are as follows:

17Also covered in a subsequent sub-sub-section.
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4,

. fun_make_analysis_phys.m

This encompasses a basic set of analyses of ocean circulation and climatology.
The script is written as function and requires just two parameters to be passed as input:
(a) The experiment name.
(b) The (mid-point of the) year of the time-slice to plot.
In the example of an experiment callegkP1’, and plotting the last annual time-slic€©09 . 5)
from a 10,000 year model run, the function is hence called:

fun_make_analysis_phys(’EXP1°,9999.5);

. fun_make_analysis_geo.m

This encompasses a basic set of analyses of ocean (abiotic) geochemistry and ocean acidifi-
cation related variables and metrics.

. fun_make_analysis_bio.m

This encompasses a basic set of analyses of marine biological fluxes and biologically related
properties.

fun_make_analysis_ALL.m

Aggregates all the above functions (i.e., calls all 3).

To run these example analysis — either copy all the files contained ixAhéPLES subdirectory,
to your working directory (e.gRESULTS as per the previous example). Then type &qg..

fun_make_analysis_ALL(’EXP1’,9999.5);

OR, add the path to thexAMPLES subdirectory, e.g.

addpath(’Y:\_git\muffinplot\EXAMPLES’) ;

but obviously depending on quite where you instateaffinplot .

Further refinements

A number of additional options for exerting finer control over the plotting are provided as a block
of parameters and (default) values in the m-file itself, in a section immediately after the commented
help and change-log at the start of the m-file. Not all the options are relevant to all the plotting
functiong®, but the full list (and then defaults in bracket) is as follows:

1.

2.

lon_min = -180; [-180] STARTING LONGITUDE FOR X-AXIS

Sets the longitude of the left-hand edge of the plot.

delta_lon = 90; [ 90] INCREMENT OF LONGITUDE ON X-AXIS
Sets the longitude tick increment.

contour_plot = ’n’; [ ’n’] OVERLAY CONTOL PLOT?

Overlay line contours on the color block plot?

contour_mod = 2; [ 2] NUMBER OF COLOR INTERVALS PER CONTOR
Number of color graduations per line contour.

. contour_mod_label = 4; [ 4] NUMBER OF LABELED CONTOURS PER CONTOUR

Number of color graduations per labeled line contour.
contour_label = ’y’; [ ’y’] LABEL CONTOURS?
Label the line contours (frequency of labeled contours setdayour_label.

18Note that if you did not run with ocean biogeochemsitry (but rather climate-only), not all the plotting functions will
run and you will have to restrict this default analysistah_make_analysis_phys (’EXP1’,9999.5) ;
195ee 'help’ on a specific plotting function for details of the relevant options in the parameter block.
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7. contour_noneg = ’n’; [ ’n’] RESTRICT DATA PLOTTED TO > 0.07
Restrict the plotted values to non-negative? (Can be useful if slightly negative values exist as can
occur during tracer transport associated with large concentration gradients.)
8. plot_logli0 = ’n’; [ ’n’] PLOT LOG10 OF THE DATA
Plot data values as log10(value)?
9. contour_zero = ’y’; [ ’y’] PLOT ZERO CONTOUR
Plot the zero contour?
10. colorbar_old = ’n’; [ °’n’] PLOT ’0LD’ COLORBAR
Plot old style colorbar.
11. data_offset = 0.0; [ 0.0] data offset (273.15 for K -> C)
Introduce a data offset? This is useful for example for converting K to degrees C (removing the K
value of 0 degrees C).
12. data_ij = ’n’; [ ’n’] DATA as (i,j)7?
Overlay data in the form of (i,j) locations rather than longitude,latitude?
13. data_ijk = ’n’; [ ’n’] DATA as (i,j,k)?
Overlay data in the form of (i,j,k) locations rather than longitude, latitude, depth?
14. data_ij_mean = ’n’; [ ’n’] average DATA by cell?
Average overlay data peGENIE grid cell rather than plotting raw locations.
15. data_ijk_mean = ’n’; [ ’n’] average DATA by cell?
Average overlay data peGENIE grid cell rather than plotting raw locations.
16. data_size = 25.0; [25.0] SIZE OF OVERLAY DATA POINTS
Size of the overlay data points.
17. data_anomoly = ’n’; [ ’n’] PLOT AS MODEL-DATA ANOMOLY ONLY?
Plot data locations with the model-data anomaly rather than data value?
18. data_only = ’n’; [ ’n’] PLOT ONLY DATA (no model values)?
Plot only the overlay data locations (and not any model data)?
19. data_site = ’n’; [ ’n’] PLOT DATA AS SITES (no data values)?
Plot labeled site locations (no data value fill).
20. plot_land = ’n’; [ ’n’] PLOT DATA OVER LAND?
Plot data locations lying over land on tb&ENIE grid (rather than screen out)?
21. data_uv = ’n’; [ ’n’] overlay (u,v) velocity data?
Overlay ocean current fields.
22. data_uv_scale = 1.0; [ 1.0] scaling factor for vector length
Scaling factor for velocity vectors.
23. plot_opsi = *’; [ ’’] PLOT OVERTURNING STREAMFUNCTION (basin)?
Plot overturning streamfunction overlay?
24. plot_opsi_min = -15; [ -15]; plot_opsi_max = +15; [ +15]; plot_opsi_dminor = 1;
[ 1]; plot_opsi_dmajor = 5; [ 5]
Controls on min, max and (major and minor) contor intervals.
25. dscrsz = 0.60; [0.60] FRACTIONAL FIGURE WINDOW SIZE
Adjustment factor of the fractional size (compared to the screen) of the figure window.

Further refinements: Examples

Examples:

1. To plot the positions (and labels) of data locations:
plot_fields_biogem_3d_k(’cgenie_output’,’120926.SPIN’,’’,49999.5,-1, ocn_temp’,’’,”’,
16,1.0,10.0,40.0,30,”’, ’sites.dat?)
where the experiment name1i20926 . SPIN, the mapped variable t&n_temp (although no
model field need be plotted — set by an option in the plotting function itself, and the file of
data locations isites.dat.
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Figure 17.7: Paleocene-Eocene deep-sea sediment drill locations together with a contour-overlain
map of surface temperature.

17.3.4 Time-series plotting
17.3.5 Sediment model output analysis
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18.1 Data re-gridding

A number of MATLAB functions are available imuffindata for transforming data:

make_regrid_data2ASCII_GENIE.m

Re-grids plain text (ASCII) point location data to a 2ffin grid and saves as a 2D ASCII
format file.

make_regrid_ASCII2netcdf GENIE.m

Converts 2Dmuffin grid ASCII format data taetCDF format.
make_regrid_data2netcdf GENIE.m

Re-grids plain text (ASCII) point location data to a 3buffin grid and saves asetCDF
format.

make_regrid_data2netcdf WOA.m

Re-grids plain text (ASCII) point location data to the standard 3D World Ocean Atlas grid
and saves asetCDF format.

make_regrid WOA2GENIE.m

Converts a 3D World Ocean Atlas grid netCDF variable to ringfin grid and saves as
netCDF format (as well as ASCII).
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Model ensembles

The muffindata MATLAB file: fun_make_ensemble_2d.m provides a simple/convenient way of
generating ensembles of model experiments. By default, the function is designed for generating 2D
ensembles of a first varying parameter vs. a second varying parameter. However, by specifying only
a single value of the 2nd (or first) parameter, you'll obtain a 1D ensemble of just a single parameter
varying.

Information about how to configure and generate an ensemble is providddsAB help
on this function:

>> help fun_make_ensemble_2d

The functionfun_make_ensemble_2d.m requires 2 parameterstfings to be passed in the ar-
gument list, i.e.:

>> fun_make_ensemble_2d.m(PAR1,PAR2)

These are, in order:

1. STR_TEMPLATE —string — is the name of the templatsser-confidile (within themuffindata
directory) used to generate the ensemble.
Note that theuser-configmay already contain a value for the varying parameter(s) — the
automatically-generated parameter values will be appended at the very end of the file, hence
over-writing any previous values.

2. STR_PARAMS — string — is the name of the parameter configuration file (omitting thet’
extension). The format of this file is plain text and takesiat” extension. Example contents
for this file are provided in th®1ATLAB help for this function.

An example example usage would be:
>> fun_make_ensemble_2d.m(’user_config_template’,’ensemble_params’)

which creates an ensemble based ornuger-confidile: user_config_template (example file name)
and with varying parameter values specified in the &leemble_params.dat (example file name).

The user-config(and hence experiment names) that are automatically generated end in
wherex represents th& 4 1th parameter value on the first axis, apdepresents thg + 1th pa-
rameter value on the second axis (thenotation starts counting &0). For instance,00 would
be an experiment taking the first parameter values specifiesémble_params.dat for both axes.

.10 would have the 2nd lister parameter value on the 1st axis, and the 1st lister on the 2meyaxis.
would have the 3rd parameter value on the 1st axis, and 8th listed parameter value on the 2nd axis.
etc etc etc

Also in muffindata you can find a BASH shell script for submitting the entire ensefméi¢he
command line (withirgenie-main) — sub_ens.muffin.sh. NOTE: you have to specify the experiment
parameters of your ensemble (ebgse-configanduser-configilenames, run duration, etc.) in the
BASH file and you should be sure to have compiled the model (by running a brief experiment) with
the requiredase-configrior to usingsub_ens.muffin.sh.

The lines requiring editing isub_ens.muffin.sh are clearly marked and these instructions are not
repeated here.

IHaving first transferred all theser-confidiles to the cluster to an appropriagenie-userconfigs folder
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Note that you may need to re-assigned an 'executable’ permission after editing and saving
sub_ens.muffin.sh. To do this, fromgenie-main:

>> chmod a+x sub_ens.muffin.sh

What do you then 'do’ with a whole bunch of experiments with names ending in ??? (Note that

you can take any series of experiments, and rename such that they all have exactly the same filename
with the exception of arxy format extension. i.e. a series of 5 experiments with whatever vary-

ing filenames could becOm&!LENAME.QO0, FILENAME.Q1, FILENAME.02, FILENAME.03, FILENAME.04,

which would create a 1-D (& 5) ensemble.)

You could of course, pick out individual ensemble member to plot and analyse, referring to the
ensemble_params.dat file where you specified the sequence of parameter values on both axes in
order to identify the ensemble member you want. And/or ...

The muffindata MATLAB file: fun_process_ensemble_2d.m provides a simple/convenient
way of processing and visualizing ensembles of model experiments.

Information about how to configure and generate an ensemble is providddTsAB help
on this function:

>> help fun_process_ensemble_2d
The functionfun_make_ensemble_2d.m requires 3 parameters to be passed in the argument list,
i.e.
>> fun_process_ensemble_2d.m(PAR1,PAR2,PAR3)
These are, in order:

1. PAR1 — string — is simply the ensemble name, but omitting tkenumerical code of indi-
vidual ensemble members).

2. PAR2 — number— is the year of model data to extract. e£p99.5 for the last year of a
10,000 year long run.

3. PAR3 —string — is a name to assign to the output files (e.g. giving you a potentially more
meaningful set of filenames than simply re-ushig.1.

Ensure that you either ruian_make_ensemble_2d.m (or rather, the renamed copy of it) from
themuffindata directory, or add a path iIMATLAB toit. Also add a path tenuffinplot if you are
going to processetCDF variables.

Within the code ofun_process_ensemble_2d.m are instructions/directions as to how to extract spe-

cific variables. More advanced usage can statistically compare to data and calculate the goodness
of fit of al the ensembles members, and even automatically identify and further process the 'best’
(depending on the specific criteria for 'best’).

Unlike creating ensemblesn_process_ensemble_2d.m needs to be directly edited (or rather:
create a copy, rename tfie and the function name at the top of the file, and edit that). The basic
set-up is as follows and requires 4 steps (which are clearly marked in the code):

1. Define the x-axis of the ensemble, under:
% === STEP #1 ~- oo %
% define ensemble x axis
Here, the number of strings defined in the array (structure) defines how many different pa-
rameter values are represented in the x-axis of the ensemble. This may be just one (for a 1-D
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parameter ensemble).
The strings are categorical and need not be numbers and are used to label the axis ticks (with
one label corresponding to each different parameter in the 1st dimension of the ensemble).
This is also an x-axis label to set.

2. Define the y-axis of the ensemble, under:
% === STEP #2 ~— - %
% define ensemble y axis
As per above.
Note that both x-axis and y-axis structures can contain a single string, in which case the
ensemble is 0-D (¥ 1) and consists of a single experiment.

3. Define any time-series variables to be extracted and plotted, under:

% === STEP #3 ——- - %
% define time-series variables to extract and plot

Here, any time-series variables to be extracted are defined.
The format is:

m = m+l;
data(m) .dataname = ’VARIABLE’;
data(m).datacol = COLUMN;

data(m) .scale = SCALE;
data(m) .dataunit = ’LABEL’;
data(m) .minmax = [MINIMUM MAXIMUM] ;

(Them = m+1; bit itimportant should should not be left out.)
These settings are:

e VARIABLE — Is the name of the time-series variable following iiegem_series_ part
of the filename and excluding thess bit at the end.
For example, atmosphermCO, would be specified by:

data(m) .dataname = ’atm_p02’;

e COLUMN — Is the column number in the time-series file to be analysed.
For atmospheripCQ,, a value of 2 would analyse the total inventory in unitsvadl,
while column 3 would give the concentration in unitsabm

e SCALE — Scale the variable (by this factor)?
For example:

data(m) .scale = 1.0E6;

would multiply the time-series value by 4@nd in the example of atmosphep€0y,
produce the data in units pfatm (or ppm).
The scaling need not be a simple multiple of orders-of-magnitude, and e.g.

data(m).scale = 12.0E-15;
will convert molCinto PgC.

e LABEL — What you could like to appear alongside the scale bar ... traditionally the
variable name (property displayed) and units.

e [MINIMUM MAXIMUM] — The scale for the data range.
For example, having scaled atmosphg@0O, to units of ppm this might be (depend-
ing upon the experiment):
data(m) .minmax = [200 1000];
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A grid plot, along with a plain text file of the values, will be created for each defined variable.
Missing experiments, variables, or time-points, will appear as a white square in the grid plot
for that particular ensemble mem@er.

The format of the output filename ISIUTPUTNAME.VARIABLENAME.COLUMN.ps, whereOuUT-
PUTNAME is the string (3rd parameter) passed to the function (and whcih need not be the
full expleriment name)yARIABLENAME is the name of the analysed variable as defined by
data(m) .dataname (See above), andOLUMN is the column of the time-series file analysed,

as defined bylata(m) .datacol (also see ab®).

Be careful —the plain text file{UTPUTNAME.VARIABLENAME.COLUMN.dat) of valuess up-side-down
as compared to the orientation of the plot.

4. Define anytime-slice(netCDF) variables to be extracted and plotted.
This requires 2 parts:

Do === STEP #4a —---—- - oo oo oo h
% define netCDF variables to extract and plot/analyse

Here, the format is identical to step #3 (don't forget the m+1; bit!), with the exception
of the variable name definition:

data(m) .dataname = ’mean_Pacific_oxygen’;

which is not used except in defining the output filename, and the column:

data(m) .datacol = 0;

which is also irrelevant and can be assigned a value of e.g. zero.

The second part:

% - STEP #4b - - oo oo Y
% extract and plot/analyse netCDF variables

is a little more complicated, and very much depends on exactly what you 'want’ from the 2-
or 3-D netCDF that can be represented as a single value.

Common is to conduct some sort of statistical goodness-of-fit analysis of a model variable
against observations, or perhaps the same variable in a different model experiment. One
might also be interested in statistical or otherwise calculated summary properties of a 3-D
field (or fields), such as mean, minimum or maximum values, or even over-turning circulation
strength — anything passed back as a single value fromntifinplot plotting functions can

be visualized acorns the ensemble. Code can also be added as and when required, for further
analysis of combinations of outputs.

Some examples are giventielp for this function.

Missing experiments will be represented a white square in the output plot. However, the
muffinplot functions are less forgiving when it comes to missing or incorrect variable names
and time-slice times, and everything will stop until you provide a value input at the command-
line.

230 the ensembles need not be complete, or all the runs finished successfully.
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264 Chapter 19. muffingen
19.1 muffingen basics

19.1.1 overview of the muffingen software

muffingen is a collection ofMATLAB ! functions that can create all the primary configuration
files required by the cGENIEWuffin) Earth system modemuffingen was originally designed to
take the output from a fully coupled GCM, patrticularly of past climates with different continental
configurations, and then re-grid the output needed byntb&in model (in the form of files of
boundary conditions, all saved in their respective correct format). Howengfingen can also be

used to 'draw’ conceptual alternative Earths (in terms of continental configuration). Again, saving
the requirednuffin files in their appropriate formats.

19.1.2 Installing muffingen
Themuffingen code is hosted on GitHub:

https://github.com/derpycode/muffingen

There are 2 ways to get your mitts on tmeiffingen code:

1. By downloading an archive file, containing all the code etc. For this — click omyrelen
Clone or Download button, and seled@ownload ZIP.
You then unpack/unzip the files and directory structure where you want it.
This [archive download] is the simplest and perfectly workable way to prédged is the
recommended option).

2. Or you carclonethe repository to where you intend to ramuffingen. Note that you will
need a git client installed on your computer. There are GUI clients for git, or this can be done
at the command line:

$ git clone https://github.com/derpycode/muffingen.git

By doing this, you have created your own code repository (and an identical copy of the one
hosted on GitHub). As part of theit clone command, you also automaticaltyeck out
(from your very own personal repository) a copy of the code.

Note that you download or clomauffingen to the computer that you halATLAB installed
on and will use to rumuffingen (i.e. not necessarily to the computer whereffin itself is run).

1As aMATLAB code, (only) very basic familiarity with usingATLAB at the command line is required. And a
copy/license of thMATLAB software ... A sufficient grasp &IATLAB can be gained by going through the following
sections/subsections of theatlabananas textbook, which can be found dgitHub (look for the PDF file compiled
form the latex source BANANAS.pdf):

e Section 1.1 — Th&ATLAB interface and command line.
e Section 1.6 — Changing directories and file search paths.
e Section 2.2 — Usinfunctions... of whichmuffingen is one.

2Note that this way, you will be unable to easily update the code with whatever new developments or bug fixes occur
in the future, nor can propagate back any code changes that you might have made and might want to become part of the
official muffingen code (i.e. downloading thap file becomes a one-off installation that loses its formal connection to
the GitHub repository).
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19.1.3 Running muffingen

To use thecGENIE.muffin model configuration generatonuffingen — at the command line in
MATLAB , simply type:

>> muffingen (’FILENAME’)

whereFILENAME is the name of an ASCII (plain text) format configuration file (havingdilename
extension) that specifies the required settings (see subsequent section).

This file (FILENAME .m), must either be present in the directory where you instatieffingen
(the directory where e.g. where the fileffingen.m is located) e.g.C:\muffingen. In this
case, youMATLAB working directory must also be set €@:\muffingen. Or, theMATLAB
working directory and the filEILENAME .m can reside elsewhere. In this case, you will then 'add’
the location oimuffingen to MATLAB ’s search path by theIATLAB functionaddpath?.

The muffingen model configuration generator then starts, and depending on the specific set-
tings in the configuration file, may require no user input, or may require user input (either because
this option was requested, or because a re-gridding issue arose that requires manual intervention
to resolve). A series of plots are created (and saved) as the configuration generation progresses
together with themuffin model configuration files themselves. All the various steps plus details
of how the contents of the configuration files are generated are reported at the command line, and
saved in a n ASCII format. Log file for future reference.

Depending on the specific configuration file settings (see lateujfingen has 5 main modes
of operation, which are summarized as follows (and described in more detail, along with specific
examples, below):

1. Configuration derivation based on re-gridding climate output from a GCM.

The most common usage ofuffingen, and enabling a new (typically paleo) configuration
to be derived from the output of a GCM experiment. Currently options for utilizing 4 differ-
ent GCMs are provided: HadCM3(l)fadcm3’ or *hadcm31’), FOAM (’foam’), CESM
(>cesm’), and ROCKEE-3D {rockee?’).

2. Derivation based on re-gridding a high resolution input topography.

In this option —mat’> — a land-sea mask and ocean bathymetry are re-gridded from a high(er)
resolution.mat (MATLAB ) topography file. Zonal wind-stress and speed, and zonal plane-
tary albedo, are prescribed.

3. Derivation based on an existing model topography k1’ file (or simplified .k2) for-

mat variant).

This option —’k1’ or ’k2’ — allows a topography to be re-created, or adapted/altered, all
directly from an existing model k1’ file (and hence existing model configuration). Zonal
wind-stress and speed, and zonal planetary albedo, are prescribed.

4. Derivation based on a prescribed land-sea mask.

This option —’mask’ — will create a new configuration from any specified land-sea mask,
whether 'real’ or completely hypothetical. Zonal wind-stress and speed, and zonal planetary
albedo, are prescribed.

5. From a blank (all ocean) initial template.

Finally, this option =’ — enables a topography to be drawn by hand withinffingen and

hence represents an interactive alternative to (4) (rather than editing a land-sea mask in a text
editor). Zonal wind-stress and speed, and zonal planetary albedo, are prescribed.

SRefer to theMATLAB ’bananas’ text for the syntax for usingddpath.
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Also depending on the specific options, and particularly whether argiotuser is set totrue,
an editor window will open, firstly for changes to the land-sea mask to be made, then later for the
ocean bathymetry to be edited. Finally, a window will open allowing ’island paths’ to be edited.
The latter may be neededniuffingen cannot unambiguously determine them unaided.

Once you have successfully ramuffingen, copy/transfer the entire configuration subdirectory
(the directory with the same name as whatever you called your 'world’) and its contents, from
the muffingen output directory (e.gmuffingen/OUTPUT.EXAMPLES) on your local computer, to:
cgenie.muffin/genie-paleo.
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19.2  Configuring muffingen - overview

Whenmuffingenis run, a configuration file with a specified filenahigloaded. The configuration

file has a simple plain text (ASCII) format, but is givenra extension, enabling the values of

a number of controlling parameter values to be set directMATLAB .> The configuration file
parameters control facets wiuffingen behavior such as the primary mode of operation, input and
output filenames, what types of configuration files you want to generate, as well as there being a
number of parameters controlling the finer details of re-gridding and configuration file generation,
including whether to enable user-input or not.

The configuration files can be edited with tRATLAB editor (indeed, as an file, they are
inherently aMATLAB format file and associated with this program), or any text e¥litrhe
configuration file is divided up into a series of sections of different parameter options. The main
(most commonly used) parameters are summarized as follows (and are more fully described later):

% *x* CONFIG NAME AND MAIN INPUT SETTINGS skskskskskoksksk ok sk sk ok sk s ok sk sk ok sk ok ok s ok ok s ok ok s ok ok
par_wor_name

Defines the name of the model configuration. This must &g, 8 characters long.
€.0.par_wor_name=’my_world’

par_gcm
Defines the format of the input. The string is blank for an interactive user-defined world,
I.e. par_gcm="’
par_expid
Defines the name of the GCM experiment if a GCM input is selected, or.kheor
*.dat’ files if those respective input formats are selected by the above option.
% kxk FILE PATHS skskokokskokokskosk ok skook ok skook sk ok sk ok ok sk sk ok ok sk sk ok skl sk kool sk ok sk sk ok sk s sk sk sk sk sk sk ok sk sk sk sk ok sk sk ok sk sk
% *x* GCM netCDF FILENAMES skokskskokskosk sk ok ok ok sk ok sk sk ok ok sk ok ok ok sk ok ok sk sk ok sk s ok sk sk sk sk sk ok sk ok sk sk ok sk sk ok sk sk
% *x% GRID RESOLUTION skkskskokskokok sk ok ok ok ok sk ok ok sk ok ok sk ok ok sk ok ok sk sk ok ok sk ok ok sk sk ok sk sk sk ok sk ok ok ok sk ok ok sk ok ok sk k
— par_max_i
Defines the number of grid points in the longitude (') direction.
This is typically 36 or 18, e.gpar_max_i=36
— par_max_i
Defines the number of grid points in the latitude (’j’) direction.

This is typically 36 or 18 and is typically the same number as for the i direction, e.g.
par_max_j=36

— par_max_k

Defines the number of layers in the ocean circulation model.
This is almost always either 16 or 8, eghr_max_k=16

— opt_equalarea [default: true]

This specifies whether or not an equal area grid is used/assumed. (A valuesef
results in the latitude grid being defined in equal increments of latitude).

4i.e. the single parameter passedhoffingen when it is invoked at the command line.

SNote that the parameter filename is passed as a string without the .m extension (which is implicitly assumed). An
error message will be generated if the file does not exist or has the incorrect extension.

6But make sure they retain.an rather thantxt filename extension

"By default, these files live in thbtNPUT.EXAMPLES sub-directory.
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% *%* REGRIDDING SETTINGS sk skksk sk sk ok sk ok sk ok sk ok sk ok sk ok sk 5k ok ok sk ok ok 5k ok ok ok 3k ok k ok 3k ok 3k ok ok ok 3k ok sk ok sk ok sk ok
par_max_D [default: 5000. 0]
Sets the maximum ocean (scale) depth (in m).
See subsequent sub-sub-section on 'Ocean depth (and maximum levels)’ for further
details and usage.
For the sediment model re-gridding (you can ignore this is you are not usistetil&SEM
module and wanting to simulate marine sediments, and psavesedsopt=2 selected),
there is:
par_sed_Dmin [default: 1000. 0]
par_sed_Dmax [default: 5000. 0]
which together set the minimum and maximum depths used in generating a random
seafloor topography f@EDGEM.8
% kxk OPTIONS —— MATN skokskokokskokok skokok ok skok ok ok sk ok ok sk ok ok skook sk sk ok sk ok sk sk ok sk s sk sk sk sk sk sk ok sk ok sk sk ok sk sk ok sk sk
opt_user [default: true]
Determines whethanuffingen pauses and allows user-modification of land-sea mask
and ocean depth (and island paths).

opt_plots [default: false]
Determines whether or not to plot all input and re-gridded boundary condftions.

muffingen configuration examples

A series of example configurations are provided in the mairffingen directory. These illustrate
parameter settings and the primary ways of usingfingen. They also serve as useful template
parameter setting files. They are:

e EXAMPLE_BLANK — Starts from a blank (‘'water-world’), all-ocean (no land) template. User
input (allowing continents and seafloor topography to be 'drawn’) is automatically activated
whether you want it or not?11

e EXAMPLE_BLANK_deep — As above, except with a slightly deeper ocean — 18 levels with the
first 16 spanning 5000.0 A%. (Simply provided as an example of creating model grids with
more depth levels and a deeper maximum depth.)

e EXAMPLE_MASK_drakeworld — The first of a series of 4 conceptual worlds (loosely following
the literature). This starts from a land-sea magkr¢rake.dat) which is stored in thenuffin-
gen subdirectoryiNPUT.EXAMPLES. The land fraction is minimal (as it is trying to reproduce
the sort of zero-area numerical barrier used in the literature). This configuration has a barrier
to ocean circulation, from the N pole down, with a high southern latitude gateway (a Drake
Passage like feature).

e EXAMPLE_MASK_egpasworld — As above, except with an equatorial (only) gateway.

8Note that while 50061 corresponds to the default deepest depth of the ocean circulation model, about 15% of the
modern seafloor lies below this (and mostly shallower than 8080 selectingg000 .0 would arguably enable a better
simulation of e.g. the CCD.

9For GCM-based re-gridded, this can sometimes take some time to do.

10Because it assumes that you are going to go on and draw something ...

11Edit themuffingen code to be able to turn off.

12Refer to subsequence explanation re. the details of these parameters.
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EXAMPLE_MASK_ridgeworld — As above, except with no gateway.
EXAMPLE_MASK_waterworld — As above, but with no barriers, i.e. a 'water world’.

EXAMPLE_GCMFOAM_modern — Takes the continental configuration and climate simulation
output from a fully coupled GCM experiment (files in direct@gMFOAM in themuffingen
subdirectoryINPUT.EXAMPLES ) and derives fullmuffin model boundary conditions. User
input (allowing continents and seafloor topography to be 'edited’) is activated by default.

EXAMPLE_GCMHadCM3L_modern — Similar to the above — takes the continental configura-
tion and climate simulation output from a fully coupled GCM experiment (files in direc-
tory GCMHadCMa3L in the muffingen subdirectoryNPUT.EXAMPLES ) and derives fulmuffin

model boundary conditions. User input (allowing continents and seafloor topography to be
'edited’) is activated by default.

EXAMPLE_K1_permian — Starts from a muffin model configuration 'k1’ topography defining
file: p0251b.k1, which is stored in thenuffingen subdirectoryINPUT . EXAMPLES. The k1

file defines a late Permian continental configuration (and bathymetry). User modification
is enabled by default (SMATLAB pauses for modifications to be made), but this can be
disabled ¢pt_user=false).

EXAMPLE_K1_SEDGEMonly — Similar to EXAMPLE_K1_permian — starts from a muffin model
configuration 'k1’ topography defining filep0251b.k1, but only generates the SEDGEM
sediment model files (and nothing else).

EXAMPLE_K2_supercontinent — Starts from a simplified version of the muffin model config-
uration 'k1’ topography defining file — here given the extension 'k2’. Thisdcont1.k2)

is stored in themuffingen subdirectoryINPUT . EXAMPLES. The k2 file defines an idealized
pole-to-pole super-continent. User modification is enabled by defauNlfSd_AB pauses
for modifications to be made), but this can be disabted (user=false).
EXAMPLE_MAT_present_bathymetry — Takes as input a high resolution topography MAT-
LAB .mat file format. In this specific example, the file (subdirectaipuT . EXAMPLES)
inputted ispresent_bathymetry (.mat) which describes at°lresolution, the modern plate
configurations plus seafloor topography (as negative helght).

If you want anything other than & tesolution (or a different longitude origin) then you need
to edit the code:

% NOTE: assume equal Dlon, Dlat grid (non equal area) and 1 degree
% also that the input grid starts at -180E

% >>> EDIT ME >>>>>>>>>>>>355>5355553535555>555555>>53555>>>555>>>>>>
gi_lonce = [-180.0:1.0:180.0];

gi_latce = [-90.0:1.0:90.0];

% <LLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLL

Note that non-rectilinear grids are not supported here. If you have 3 poles in your grid ... too
bad.

13The specific grid resolution is defined, and the file loaded and the grid orientation assumedLiARhERID
(AXES) DATA andLOAD TOPO & MASK DATA sections. Different resolutions and orientations (and file formats) can be
dealt with here by editing the code.
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Pre-generated worlds

A series of conceptual ('fake’) worlds have been generated and are provided for you convenience
:0) These fall into 2 categories:

1. Conceptual worlds
These include 'water world’, ridge world’, 'drake world’, etc. and associated variants, e.g. as
published in fully coupled GCM$. They are designed to test controls on large-scale ocean
circulation and do conform to an Earth-appropriate ocean volume or total cratonic area.

2. ldealized-continent worlds
These involve idealized super-continental configurations but aim to retain modern ocean vol-
ume and total cratonic area characteristics.

Both genie-paleo configuration file sets (sub-directories), and exanigee-configgare pro-
vided as part of the muffin code base. The details of these two series of fake worlds are as follows.
Remember that then file configurations that create each of the fake world configurations are saved
in the respectiveyenie-paleo sub-directory, and hence both the specific details of how the world
was created are available, as well as the ability to exactly recreate the world.

Conceptual worlds
e [TO BE ADDED]

Idealized-continent worlds
The idealized continents come both without (i.e. the configuration is either land, or deep ocean)
or with, continental shelves, and in the latter case, come with varying number of 'steps’ down to
deeper water (and hence to the abyssal plain).

The fake world series 'k1’ configuration names start with one of two, 4 character strings:

e fkh_ =="high’ resolution (36x 36 x 16)
e fki_=="low’ resolution (18x 18 x 16)
(No low vertical resolution, e.g. 8 level version is currently provided.)
The next 2 characters delineate the shape/position of the world:
e le == a single Equatorial-centered super-continent
e np == a singleNorth polar-centered super-continent
e pp == a pole-to-pole super-continent
The 7th character is the 'series’ represents:

e 0 == An earlier generation of worlds, with shelves stepping down in increments of only 1
ocean level.
Note that in generating the wind-stress in this series, the presence/absence of high lati-
tude gateways is automatically identified (meaning that the zonal wind-stress profiles dif-
fer betweennp and pp in the magnitude of wind-stress in the Southern Hemisphere) —
par_tauopt=0.

14Example of aquaplanets and drake worlds in the MITgem with simplified atmosphere:
Rose, B. E. J., Ferreira, D. & Marshall, J. The role of oceans and sea ice in abrupt transitions between multiple climate
states. J. Clim. 26, 2862—2879 (2013).
Ferreira, D., Marshall, J. & Rose, B. Climate determinism revisited: Multiple equilibria in a complex climate model. J.
Clim. 24, 992-1012 (2011).
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e 1 == A subsequent generation, with shelves stepping down in increments of 2 ocean levels.
Note: An intermediate wind-stress magnitude is applied to both hemispheres in all configura-
tions (i.e. no distinction is made between hemisphere with or without high latitude gateways)
—par_tauopt=3.

e 2 == A modification of #1, generated with a newer versiomafffingen, and with an imposed
limit of 2000— 5000m for the range oSEDGEM open ocean depths (the previous version
included depths extending to the shallow sub-surface).

Note thatpar_tauopt=0 is used.
Also note that inpp, shelves are only created on the Eastern margin of the basin so as to
retain consistency in total shelf area with.

The 8th character (digit) specifies the number of shelves, which for the initial series is:

(none)

level 15

level 15+ 14

level 15+ 14+ 13

level 15+ 14+ 13412
level 15+ 14+ 13+ 12+ 11

and for the newer series:

0. (none)

1. level 15

2. level 15+ 13

3. level 15+ 13+11

4. level 15+13+11+9

arwdbEO

All the oceans are ca. 3500deep, i.e. truncated at ocean level 3, in order to produce approxi-
mately the present-day ocean volufie.

Examplebase-configare provide for some, but not all of the idealized worlds, and follow the
same naming convention and have full filenames of the farmaffin.CB.x x « x x x +x.BASES.config,
wheresx s * * x * xx iS the 8-character fake world 'k1’ configuration name (see above). A basic set
of tracers is providedB@SES).

Other than the rate at which the shelves step déythe main difference between the different
generations of worlds, is in the applied zonal wind field strength. In the earlier fake world series,
the 'zonal wind-stress generation optiopag_tauopt) was0. This attempts to automatically
determine the presence of high latitude ocean gateways and if they exist, apply a stronger zonal wind
field in that hemisphere (otherwise, a wind stress appropriate for a modern northern-hemisphere
configuration with no zonal gateway is applied). To reduce the number of boundary conditions that
change and co-vary between different fake worlds, in the second generation of idealized continent
worlds, an intermediate strength zonal wind field is applied to all, regardless of the presence of
absence of high latitude circumpolar ocean gateways. This is 'zonal wind-stress generation option’
3. Note that for the same resolution, wind-fields can be substituted/replaced, and using the saved
.m configuration file, worlds can be re-generated with different wind-stress options if desired. The
depth range of the ocean floor®EDGEM (which informs the pressure used in tBaCQ; stability
calculation) is slightly restricted in #3 (the upper limit increased to 1§00

15To change this, simply search-and-replace3firethe k1 file with e.g. 1.
18(and that the earlier generation was for a pole-to-pole super-continent only)
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Modern worlds

To both help illustrate how the configuration files are organized and accessed for paleo worlds,
and to help make modifying older (modern) configurations easier, the 2 basic (published) modern
configurations are provided in a 'genie-paleo’ format (i.e. the format generatedifiingen):

e p_worbe2 == The 8-level 36< 36 ocean configuration dRidgwell et al.[2007] and includ-
ing the geological carbon cyclSEDGEM+ROKGEM ) configuration files oRidgwell and
Hargreaveqd2007] (also:Lord et al.[2015]).

e p_worh2 == The 16-level 36< 36 ocean configuration @ao et al.[2009] and including the
geological carbon cyclésSEDGEM+ROKGEM ) configuration files ofArcher et al.[2009]
(also: Winkelmann et al[2015]).

Corresponding examplease-anduser-confidgiles are provided:

e muffin.CBSR.p_worbe2.BASES.config plus: muffin.CBSR.p_wortbe2, BASES.SPIN1
(in: genie-userconfig/EXAMPLES), which runs the first-stage spin-up describedRidgwell
and Hargreave$2007] (and also used ibord et al.[2015]).

e muffin.CBSR.p_worjh2.BASES.config plus: muffin.CBSR.p_worjh2.BASES.SPINT
(in: genie-userconfig/EXAMPLES), which runs the first-stage spin-up usedArcher et al.
[2009] andWinkelmann et al[2015].
as well as some reduced tracer and biogeochemical complexity variants, sucHiraSB ...
andmuffin.C ...

To make modified (e.g. wind fields) versions of either of the 2 modern 'paleo’ format configura-
tions:

1. Copy and rename the (8- or 16-level ocean configuratienje-paleo sub-directory, giving
it an8 (or 6) charactestring name.

2. Inthis new sub-directory, edit the files (wind stress, wind velocity, wind speed, albedo, and/or
topography) you want to modify. (These files do not need to be renamed.)

3. Copy and rename the correspondivase-confidile (disabling the parameter settings for
SEDGEM andROCKGEM , and/or enablinfe COGEM, as required).
Then, in thebase-confidile, edit all instances of thgenie-paleo subdirectory parameters
to match the newgenie-paleo sub-directory you assigned in step (1). (Parameters, e.g.:
ea_1="../../cgenie.muffin/genie-paleo/p_worbe2’.

4. Copy-rename the examplser-configor modify your own existing one.
Note that when employing the geological carbon cycle, the resolution of the sediment (and
weathering) grids and associated boundary condition files are now definediasieonfig
rather than theiser-config(as originally done).
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Configuring muffin experiments

Having created a nemuffin configuration using thMIATLAB functionmuffingen.m, you are now
going to need to create the 2 key model and experiment configuration files before you can actually
run anything’:
1. You need to createtzase-configwhich includes the parameter settings of your new world.
There will there be 4 steps involved in this:
(a) Choosing a templatease-confidile, which specifies appropriate physics parameters.
(b) Copy-pasting a list of parameter settings that has been automatically-genenatefdiby
geninto the templatdase-confidile.
(c) Defining the number of dissolved and particulate tracers in the ocean (and gases in the
atmosphere) that you want and entering this intottage-config
(d) Ensure that the appropriate science modules are enabledbagheconfig
2. You need to create aser-config whether simply to test the configuration or to provide the
basis of a series of experiments.
Templates are provided and more detailed instructions follow. However, note that if you have
similar base-configanduser-configiles already, then you can simply adapt these. Another option
is to utilizebase-configinduser-confidiles associated with any of the published experiments listed
in genie-userconfigs/MS, or any of the describeEKAMPLE.* example configurations.

And then finally ...
3. You will need to ensure that all file are in their correct location inrthefin directory struc-
ture.

1a. Choosing a template base-config

If you do not want to adapt an existifigse-configsee suggestions above) or want to start 'fresh’,

a pair of alterative template files are provided witkiffingen (copy and rename the file, and then
edit). The template files are missing the definitions of the world settings and tracers, which will
be rectified in steps 1b and 1c, respectively. They also only specify a basic set of science modules
(addressed in step 1d). Otherwise, they differ only in the tunable physics parameter values, under
the heading:

koK ok ok ok sk ko sk ok ok ok ok ok sk sk ok sk ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok sk sk ok ok ok ok ok ok ok ok sk ok ok

# PHYSICAL CLIMATE CALIBRATION
- skokokok ok ok ok ok ok oK ok K ok ok ok K ok ok ok ok ok ok ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk ok sk ok sk ok stk sk kot ko sk sk sk sk sk ok sk ok sk sk sk sk sk sk sk ok

The available template files are:

e BASECONFIG.08Ivl.config
This is based on the physics calibration as used inRidgwell et al.[2007] andRidgwell
and Hargreave$2007] with the parameters tuned for an 8-level ocean modern world (specif-
ically: worbe2). For fake and paleo worlds with an 8-level ocean, this is the recommended
template'®

1’Note that steps 1c, 1d, and 2 are not independent of each other and need to be consistent — e.g. if you define Fe
co-limitation of biological productivity in step 2, you need to have selected the appropriate tracers in step 1c. And if you
specify biological productivity calculated BYCOGEM in step 2, you need to have selected BHEGOGEM module in
step 1d.

18)f you want exactly the same physics as per eRidgwell et al. [2007]; Ridgwell and Hargreavef2007] , use:
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The differences compared to the published usages are:

— The ocean starts warmer®)'® than the default (&C). This helps the ocean circulation
come to an equilibrium state more rapidly, particularly for greenhouse climates:
# temp0 -- start with a warm ocean
go_10=5.0
# templ -- start with a warm ocean
go_11=5.0
Note that both parameters should be changed together (one sets the Northern Hemi-
sphere temperature, and one the Southern ... or something ...).

— There is no (salt / freshwater) flux adjustment, with the scaling parameter set to zero:
# SclFWF -- scale for zero freshwater re-balancing
ea_28=0.0
Note that the built-in (salt / freshwater) flux adjustment is designed to maintain a strong
AMOC and the code is specific to the original modern continental configurations (e.g.
worbe2, worjh2). A (salt / freshwater) flux adjustment using this parameter and asso-
ciated code should never be used for paleo or fake wéflds.

— The sea-ice diffusivity parameters are adjusted for improved stability
# reduced sea-ice eddy diffusivity
gs_11=1000.000
# set a fractional sea-ce coverage threshold for preventing advection
gs_par_sica_thresh=0.99

— Insolation forcing is seasorta
# set seasonal cycle
ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.
Note that all the respective parameter for all three physical climate components (ocean
circulation model, sea-ice model, EMBM atmosphere) needs to be set.

— An additional option is provided for toggling between isopycnal/diapycnatye . )
and horizontal/vertical.(false.) mixing schemes:
# it is recommended that it is turned OFF (=.false.) for ’fake’ worlds
go_diso=.true.
In all modern and 'realistic’ paleo configurations, isopycnal/diapycnal mixing is used.
However, this scheme can lead to unwanted negative tracer values. In extreme biogeo-
chemical configurations, particularly at low atmosph@@@ and when sharp horizontal
transitions in redox state in the ocean occur, the magnitude of negative values can be-
come unacceptable.
Work with fake worlds, where no ocean like that may have ever existed on Earth and
hence there is no specific ocean circulation pattern to try and reproduce, the recommen-
dation is to use the horizontal/verticalf@lse.) mixing scheme.

cgenie.eb_go_gs_ac_bg.worbe2.BASES.config as a template.

19These parameters could potentially be increased further (to sayC).10

20|nstead, a salt forcing in the desired deep-water formation location, balanced by a freshwater flux elsewhere, can be
defined.

21The original parameter setting was:
gs_11=6200.000

22The original tuned 8-level ocean circulation model configuration had no seasonal cycle (optionstsekte. ).
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e BASECONFIG. 16Ivl.config

This is based on the physics calibration as used in@ag. et al.[2009] with the parameters
tuned for a 16-level ocean modern world (specificaltyr jh2). For fake and paleo worlds
with an 16-level ocean, this is the recommended tempfateis includes the same changes
as per made for the 8-level ocean circulation model based configuration:

— The ocean starts warmer’().
— There is no (salt / freshwater) flux adjustment.
— The sea-ice diffusivity parameters are adjusted for improved staBility

— Again as per for the 8-level ocean templhagese-configan option is highlighted for tog-
gling between isopycnal/diapycnaldrue .) and horizontal/vertical.(false.) mixing
schemes:

# it is recommended that it is turned OFF (=.false.) for ’fake’ worlds
go_diso=.true.
As per for the 8-level ocean configuration, it is recommended to implement simple
horizontal/vertical (false.) mixing.
Finally, it should be noted that compared to Bao et al. [2009] configuration, there is
no modification of atmospheric diffusivity over the Southern Ocean and Antarctica, which
was added to improve the seasonal sea-ice properties in the Southern OceainoirjHe
modern configuratio?

1b. Defining your 'world’ in the base-config
Having chosen dase-confidile to work with, you are now going to copy-paste in the block of
parameters that defines thmiffingen-generated world.

In the templatdase-confighere is a highlighted{<< >>>) line in the file:

sk sk sk e ok sk s sk s e ks sk ke sk sk s sk sk sk sk s sk sk e ks s sk sk e ks s sk sk s ksl sk ks s sk sk e sksk s ke sk sk ek sk ok
GRID & BOUNDARY CONDITION CONFIGURATION

skt stk ok sk sk skl sk ok stk ekl sk stk ksl sk sk s ok sk ks s ok sk sk sk sk ok sk sk ok sk stk s ok sk sk ok sksk sk ok sk ok
insert the automatically generated muffingen parameter list here

sk sk sk s ke ok sk s sk s e sk s sk sk s ok sk s ke sk sk s sk s e ok sk sk sk s e ksl s ke sk sk s ksl s sk sk s sk sk s e ok sk s ke sk sk e ok sk ok
<< >>>
sk sk s e ok sk s sk s e ks sk ke sk sk s sk sk sk sk s sk sk ke ks sk sk sk e sk sk s sk sk s ki sk e ks s sk sk sk ke sk sk s ke sk sk ek sk ok

H O B HF H H H

Copy and paste the contents of tmeiffingen output file?’®: config_yymmdd.ixt into the tem-
plate file where indicated — immediately above, immediately below, or simply replacing the entire
<<<  >>>line.

23if you want exactly the same physics as per €go et al.[2009], use:
cgenie.eb_go_gs_ac_bg.worjh2.BASES.config as a template.
24The original parameter setting was:
gs_11=3573.718
25The parameters for this were:
# diffusivity scaling factor
ea_diffa_scl=0.25
# grid point distance over which scalar is applied (j direction)
ea_diffa_len=3
but by default, reduced atmospheric diffusivity is disabled.
28|n the filenameyymmdd is the date of the configuration creation.
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1c. Defining tracers in the base-config
As per for defining the specific world, there is an explicit section of the tempkde-confighat
needs to be edited:

sk ok ok ok ok ok o ok ok ok ok ok o ok ok ok ok ok o ok ok ok sk ok o ok ok ok K ok ok ok ok sk K ok ok ok sk K o ok ok ok sk ok ok ok ok sk ok o ok ok ok sk ok s ok ok ok ko ok ok
TRACER CONFIGURATION
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the total number of tracers includes T and S

T and S do not need to be explicited selected and initialzied
stk ok sk ok sk ok ok sk sk ok ok sk sk sk sk ok sk sk sk ok sk sk sk ok ok sk sk sk ok sk sk ok sk ok sk sk sk ok sk sk s ok ok sk sk sk ok sk sk sk ok ok

H O O H B HH

Set number of tracers
GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2"’
# list selected biogeochemical tracers

# <<< >>>
# list biogeochemical tracer initial values

# <L >>>
#soksrokokskokskokokok ko ko ok ok ok sk sk ko sk ks sk ok sk kst ok ok sk sk ok sk sk sk ok sk sk sk ok sk sk ko sk ko ok

The templatdase-confidiles come with just 2 ocean tracers defined — temperature and salinity
(i.e., there is no carbon cycle or ocean nutrieatts enabled at this point). These are implicit and
essential to ocean circulation and hence are not listed. However, the count of total number of tracers
in the ocean (which determines the compiled tracer and tracer-related array size) includes them, i.e.

# Set number of tracers
GOLDSTEINNTRACSOPTS="’$ (DEFINE) GOLDSTEINNTRACS=2’

So how to fill out the list of tracers? A complete list of all gaseous (in the atmosphere),
dissolved (ocean only), and particulate (ocean and also sediments) tracers can be found in the
files: tracer_define.atm, tracer_define.ocn, andtracer_define sed, respectively (in directorgenie-
main/data/input). However, starting from scratch and knowing which ones to add to create a con-
sistent and sufficient set is not trivial. Instead, and as before, you could take a published configura-
tion from one of thegenie-useroncigs/MS subdirectories (refer to thease-configgmployed in the
README file) or an EXAMPLE.

Either copy-paste the entie TRACER CONFIGURATION section, or individually update the
three subsections (or copy-paste the entire block, then edit):

1. # list selected biogeochemical tracers
First list (set equal tatrue. all the gaseous (in the atmosphere), dissolved (ocean only),
and particulate (ocean and also sediments) tracers.

2. # Set number of tracers
Count up how many ocean tracers there are, and add 2 for temperature and salinity (which
you do not need to explicitly list), and update (the valu@)ih the line:

GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2’

3. # list biogeochemical tracer initial values
Then, if you wish for any of the gaseous and dissolved (there is no initialization option for
particulate/solid tracers) not to be initialized at zero, list their initial values.
Units of gas partial pressure amemospheregatm). Units of dissolved tracers in the ocean
aremol kg?.
Note that if you employ ae-start then these values are over-written.
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A series of template tracer lists, taken from published configurations, are also provided:
o TRACERCONFIG.ABIOTIC. txt

This is rather trivially ... the same as in thase-configemplates and defines an ocean (and
atmosphere) with no biogeochemical tracers, just T and S in the ocean.

You might use this if you were only interested in questions of ocean circulation and climate,
although even then, you might want to add an age tracer to the ocean (see HOW-TO on
diagnosing how the model works) which you would do by un-commenting the line that de-
fines 3 total tracers (and comment the line defining just 2), and un-comment the line setting:
gm_ocn_select_48=.true.

o TRACERCONFIG.Ridgwelletal.2007 .txt

This is the set of tracers used Ridgwell et al. [2007] and defines 80,4-based biologi-

cal pump, with3C in all the carbon pools, and the capability for accounting for sulphate-
reduction with dissolve@® is depleted.

This is one of the simplest but most versatile tracer sets, particularly for paleo, when simulat-
ing 13C may be important. It is usable with afR0D,-only based biological scheme, including
ECOGEM with Fe cell quotas disabled/jilson et al.[2018]). Other publications include:

— Ridgwell and Schmidk010]
— Ridgwell and Hargreave007]
— Crichton et al.[2020]

o TRACERCONFIG.Caoetal.2009.txt

This is the set of tracers used@ao et al.[2009] and defines RO4-based biological pump,

with 3C in all the carbon pools.

Unlike TRACERCONFIG.Ridgwelletal.2007.1xt, there are n&&Q, or HyS tracers defined in the
ocean and hence no potential for sulphate-reduction. Excess oxygen consumption then re-
sults in the creation and transport (and subsequent destruction) of negative concentrations of
0. Kinetically (and in terms of large-scale patterns of oxygenation), this is very similar to
creating and then re-oxidizing hydrogen sulphide —Ideger et al.[2016].

This set of tracers also includes radiocarbt@in all the carbon pools, for diagnosing ocean
circulation (and water mass ages). Additionally, b6fC — 11 andCFC — 12 are included

for tracing deep-water formation. S€ao et al.[2009] for how these tracers are used.

o TRACERCONFIG.Odalenetal.2019.txt

This is the set of tracers used@ualen et al[2019] and defines a biological pump with both
PO, andFe co-limitation. There are n8&Q, or HyStracers defined in the ocean and hence
no potential for sulphate-reduction, BJ€ is included in all the carbon pools.

This set of tracers includes a variety of numerical/color tracers for diagnosing pre-formed
properties’’ — here ofDIC, ALK, O,, POy, and&*3C.

The iron cycle is the original configuration, where 3 separate tracers are inclbdéfiee
dissolved iron)L (free ligands), andreL (iron bound to ligands). Because the equilibrium
between these tracers is re-solved every time-step (and used to deternkiaedheentration

for scavenging), there is redundancy, and in practice, only 2 tracers are needed. Subsequent
iron cycle scheme hence use only 2 tracers (e.g.TR8E€ERCONFIG. Wardetal.2018.1xt). The
3-tracer scheme was also usedagliabue et al[2016].

27See: 'diagnose how the model works’ HOW-TO
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o TRACERCONFIG.Wardetal.2018.txt

This is the set of tracers used\iard et al.[2018] and defines a biological pump with both
PO, andFe co-limitation of biological productivity irECOGEM). SO, or H,S tracers as

well as'3C are included. There are no circulation diagnostic and/or numerical/color tracers.
The configuration of the marine iron cycle differs from that@dalen et al. [2019] and
Tagliabue et al[2016] in that only two tracers are now explicitly represented and transported
in the ocean I DFe (total dissolved iron, including iron bound to ligands) aht — total
dissolved ligand concentration (both free and bound to iron). At each time-step, the con-
centration of 'free’ iron (and iron bound to ligands) is solved for and used to calculate iron
removal though scanging.

1d. Enabling science modules in the base-config
The final step in configuring yourase-confidile, is to ensure that all the science modules you wish

to include are included (and those you do not want, are not). The tenalséeconfidiles specify
the basic/simply climate system combinationG®LDSTEIN ocean circulation modelGOLD-
STEIN sea-ice model, and tHEMBM atmospheric model. In addition, the atmospheric geochem-
istry module ATCHEM ) and the ocean biogeochemsitry modi¢@GEM ) are selected. These
settings look like:
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GENIE COMPONENT SELECTION
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make .TRUE. the cGENIE modules to be included
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ma_flag_ebatmos=.TRUE.

ma_flag_goldsteinocean=.TRUE.

ma_flag_goldsteinseaice=.TRUE.

ma_flag_biogem=.TRUE.

ma_flag_atchem=.TRUE.

ma_flag_sedgem=.FALSE.

ma_flag_rokgem=.FALSE.

ma_flag_gemlite=.FALSE.

ma_flag_ecogem=.FALSE.

Hokokokokokokokok kok ook ok ok ok sk ok ook ok ok ok ok ok ok ok ok sk ok ok ok ok ok ok o ok ok ok ok ok ok sk ok sk sk ok ok ok ok sk sk ok ok ok ok sk ok ok ok ok ko ok ok
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Note thatATCHEM andBIOGEM have to be selected together, asSEDGEM andROKGEM

(if you want an 'open system becalB®KGEM provides the weathering inpuECOGEM is a
replacement for the implicit biological export schemeBii©GEM and hence requirdBIOGEM

to be selected (and hence alkbCHEM ). If you want theECOGEM marine ecosystem model,
setma_flag_ecogem=.TRUE.
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2. Choosing a template user-config

The final file creation step is for/of aser-configfile. Once again — you could take a published
configuration from one of thgenie-userconfigs/MS sub-directories or an EXAMPLE, copy and
rename it and then edit in any changes you need.

A series of templataser-confidiles, some directly derived from published configurations (esp.
for the MODERNuser-configg are also provided as part of theuffingen release. Where alterna-
tive parameter choices exist in theer-configthese are highlighted and commented out (###).

Also in the MODERN templateiser-configsare some suggestions to parameter changes that
align the MODERNuser-configsith the corresponding PALE@ser-configgwhere a correspon-
dence exists). These suggested alternative parameter choices are also included commented out
(###) and are:

— Underx** REMINERALIZATION *x:

#i### set ’instantaneous’ water column remineralziation
###bg_par_bio_remin_sinkingrate_physical=9.9E9
###bg_par_bio_remin_sinkingrate_reaction=125.0

which enables instantaneous water-column remineralization of POM - see
USERCONFIG.PALEO.BIOGEM.PO4.SPIN for a full description.
— Unders**x MISC *xx:

#### maximum time-scale to geochemical reaction completion (days)
###bg_par_bio_geochem_tau=90.0

#i#t## extend solubility and geochem constant T range (leave S range as default)
###gm_par_geochem_Tmin = -2.0

###gm_par_geochem_Tmax = 45.0

###gm_par_carbchem_Tmin = -2.0

###gm_par_carbchem_Tmax = 45.0

The first of these imposes a maximum reactant uptake time-scale. The second extends
the temperature limits imposed on gas solubility and carbonate chemistry dissociation
parameters. Se@SERCONFIG.PALEO.BIOGEM.PO4.SPIN for a full description.

In all the PALEO templates, a series of recommendations are made that differ from some of the

defaults in the MODERN templatgser-configsThese include changes to:

1. biological scheme

2. inorganic matter export ratios

3. water column remineralization

4. reactant consumption limitation

5. extended temperature ranges of solubility and geochemistry constants
These are all described in detail {¢8ERCONFIG.PALEO.BIOGEM.PO4.SPIN.
As mentioned above — the same/similar settings also appear in the MODERN templates (but com-
mented out) should one which to align all the model assumptions across model and paleo applica-
tions.

The provided templataser-confidfiles are:

e USERCONFIG.ABIOTIC.TRACER.SPIN

This is as very basic template for an ocean (and atmosphere) with no carbon cycle.
You might use or adapt this if you were only interested in questions of ocean circulation and
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climate, although even then, you might want to add an age tracer to the’®d¢se@ HOW-
TO on diagnosing how the model works).

While the templateauser-configcould be used with any degree of complexity of tracers, it
is designed for use WitliRACERCONFIG.ABIOTIC.txt, with or without the 3rd tracer in the
base-configneeded for diagnosing ventilation aggi_ocn_select_48=.true.

USERCONFIG.MODERN.BIOGEM.PO4.SPIN

This provides theiser-configparameter settings for the pre-industgpln-upexperiment de-
scribed inCao et al. [2009], as well as, commented-out, the settings for the configuration
of Ridgwell et al.[2007]. (The differences in parameters primarily relate to the two differ-
ence vertical resolutions and the calibrations performed on them.) Refer to the EXAMPLES
for e.g. the parameter changes needed t€meet al.[2009] historical transient experiment.
Suitable template tracer sets include: TRACERCONFIG.Ridgwelletal.2007.txt and
TRACERCONFIG.Caoetal.2009.1xt, depending on whether you intend to make use of the ad-
ditional diagnostic ocean circulation tracers or not.

USERCONFIG.MODERN.BIOGEM.PO4Fe.SPIN

This provides thauser-configparameter settings for a modern (pre-industrial) marine iron
cycle (biological productivity limited by botO, andFe). It is based on a configuration
used byOdalen et al.[2019] as well as iMTagliabue et al[2016] and was calibrated for the

wor jh2 world configuration. An alternative set of biological uptake &ectycle parameters

are provided (commented out) which are also in use [unpublished work] and was calibrated
for theworlg4 world configuration.

Suitable template tracer sets include: TRACERCONFIG.Odalenetal.2019.txt  and
TRACERCONFIG.Wardetal.2018.1xt, depending on thEe tracer scheme selected.

USERCONFIG.MODERN.ECOGEM.PO4Fe.SPIN

This is basically, theiser-configor the moderrE COGEM experiment followingNard et al.
[2018] and bar some comments and tidying up is the sanveag:tal.2018.ECOGEM.SPIN
that can be found igenie-userconfigs/MS/wardetal.2018.
The only difference are a couple of optional suggestions that will align the configuration with
the corresponding recommended paleo configurations (in addition to the POM remineraliza-
tion and geochemical constant temperature range suggestions listed earlier):
— Under**x REMINERALIZATION %3
#### DOC lifetime (yrs) -- following Doney et al. [2006]
###bg_par_bio_remin_DOMlifetime=0.5
which aligns the lifetime of DOM with th®oney et al.[2006] value adopted in the
original BIOGEM configuration.
— Underx*x MISC **x:
#### add seaice attenuation of PAR
###eg_ctrl_PARseaicelimit=.true.
#### relative partitioning of C into DOM
###eg_par_beta_P0CtoDOC=0.70
which firstly limits light available under sea-ice in proportion to the fractional sea-ice
cover in that grid cell, and secondly, re-partitions carbon from POM to DOM and is

28If s0, un-comment the 'optional’ parameter setting.
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tuned to produce an approximately Redfield ratio (106) of 104 inC : P of exported
POM.
The intended corresponding template tracefR&CERCONFIG.Wardetal.2018.ixt.

e USERCONFIG.PALEO.BIOGEM.PO4.SPIN

This is a recommended templateer-configor paleo applications. Several parameters have
been changed or added compared to published paleo configurations (these recommendations
need not be adopted and alternatives are given commended out in the file):

1. biological scheme
# biological scheme ID string
bg_par_bio_prodopt="bio_P"

# biological uptake time-scale

bg_par_bio_tau=63.3827

# [P04] M-M half-sat value (mol kg-1)

bg_par_bio_c0_P04=0.10E-06

This differs from most of the published paleo applications in that it has a biological
export scheme that is temperature-dependent and more responsive to changes in ocean
PO, inventory (a similar configuration was used ldgyer et al.[2016]).

2. inorganic matter export ratios
While it would be perfectly acceptable to utilize the default carbonate saturation-dependent
scheme for the ratio of export€hCQ; compared td?OC (see Ridgwell et al. [2007,
2009]), published paleo implementationswidffin have tended to utilize a simple spa-
tially uniform and invariant with timeCaCQ; : POCratio. This is enacted via:

# fixed CaC03:POC

bg_opt_bio_CaCO03toPOCrainratio=’FIXED’

# underlying export CaCO3 as a proportion of particulate organic matter
bg_par_bio_red_P0C_CaC03=0.200

with the first parameter specifying a fixed and invariant ratio, and the second parameter
specifying what the ratio actually is. As an alternative to the first parameter, one can set
the power in the carbonate saturation parameterization, to zero, i.e.:

# exponent for modifier of CaC03:POC export ratio
bg_par_bio_red_P0C_CaC03_pP=0.0

The default/recommended paleo value & @erives from the model-data analysis of
Panchuk et al[2008], and as such is both subject to the specific caveats of that study,
and may not necessarily be appropriate for later in the Cenozoic (or earlier in the Meso-
zoic).

For deeper time — prior to ca. the mid Mesozoic — the recommended parameter value is
0.0, on the basis that pelagic calcifiers had not yet evolved and the surface ocean export
of biogenicCaCG; is effectively zero — e.g. seeidgwell[2005].

3. water column remineralization In the default and previously published (in all appli-
cations) remineralization scheme, particulate matter only sinks a finite distance each
time-step. At the next time-step, it starts from the ocean layer it reaches and sinks fur-
ther (determined by the default sinking rate of h281)2°. This can make it difficult
to e.g. check flux mass balances because there is a lag between export and particulate
matter reaching the sediment surface.

Alternatively, a 'cleaner’ approach is to instantaneously remineralize all particulate

291t always has to travel at least 1 ocean layer downwards on each time-step — more for faster sinking rates and/or
thinner layers nearer the surface.)
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organic matter throughout the water column according to the remineralization profile
and/or reaction rates. This is activateddga par_bio_remin_sinkingrate_physical
which is simply assigned a very ’larg&'value for the sinking rate. At the same time,
reaction rates (including scavenging) are calculated as if the sinking rate was finite
and equivalent to the value bf_par_bio_remin_sinkingrate_reaction (md™).
Hence:

# set ’instantaneous’ water column remineralziation
bg_par_bio_remin_sinkingrate_physical=9.9E9
bg_par_bio_remin_sinkingrate_reaction=125.0

4. reactant consumption limitation
It is good practice not to allow complete consumption of any particular reactant by a
single reaction. This is because multiple processes may be competing for the same
reactant, whilst at the same time, ocean circulation is transporting the reactant away.
The result can be (small) negative tracer values.
# maximum time-scale to geochemical reaction completion (days)
bg_par_bio_geochem_tau=90.0

By setting the value obg_par_bio_geochem_tau®}, the maximum consumption of
any particular reactant by a single reaction is limited by an imposed lifetime (days).
Here, the value is set to @0

5. extended temperature ranges of solubility and geochemistry constants
As described irDdalen et al.[2018]: "The dissociation constants used in the cGENIE
calculations of solubility fo£O, in seawater follonMehrbach et al[1973], which are
only defined for waters between 2 and@5Hence, the expression fG0, solubility in
the model is restricted so that all water belov€has the sam€O, solubility (similarly
for all water above 3%C)."
The recommended parameter changes:
# extend solubility and geochem constant T range (leave S range as default)
gm_par_geochem_Tmin = -2.0
gm_par_geochem_Tmax = 45.0
gm_par_carbchem_Tmin = -2.0
gm_par_carbchem_Tmax = 45.0

extend the valid range te2 — 45°C. Note that the valid salinity range is left unchanged.

Finally, it should be noted that the parameter settings for activating temperature-dependent
remineralization (as pelohn et al.[2014] andCrichton et al.[2020]) are given (and com-
mented out (###)):

# *x* Crichton et al. [2020] temperature-dependent remin #skkkksxkkkkk*
###bg_ctrl_bio_remin_POC_fixed=.false.
###bg_par_bio_remin_POC_K1=9.0E11

###bg_par_bio_remin_POC_Eal1=54000.0

###bg_par_bio_remin_POC_K2=1.0E14
###bg_par_bio_remin_POC_Ea2=80000.0
###bg_par_bio_remin_P0OC_frac2=0.008

Note that inCrichton et al.[2020], a different biological scheme is used, with a faster time-
scale of nutrient uptake (but different light limitation) — also given commented out in the
user-config?.

30sufficient that the deepest ocean model layer can be reached within a single time-step.
31By default it is set to zero which is interpreted as allowing complete reactant consumption as per previously.
32There is no strict necessity to use the alternative biological export scheme.
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e USERCONFIG.PALEO.BIOGEM.PO4Fe.SPIN

This is very similar toJSERCONFIG.PALEO.BIOGEM.PO4.SPIN, with the exception that it adds

iron co-limitation of biological productivity and a marine iron cycle to f@,-only paleo
settings, including the recommend changes to sinking and water column remineralziation,
reaction completion time-scales, and gas solubility.

A simplified 2-tracer T DFe TL) iron system is assumed:

# iron tracer scheme
# NOTE: the base-config requires TFe and TL tracers
bg_opt_geochem_Fe=’hybrid’

while the solubility and iron scavenging rates come from fromiitwejh2 calibrated config-
uration (seeUSERCONFIG.MODERN.BIOGEM.PO4Fe.SPIN).

The only particularly novel addition, is that of a fake and globally uniform dust field in order
to supply dissolved iron to the ocean surface:

bg_par_forcing_name="pyyyyz.RpCO02_Rp13C02.DUST"

This is configured to give the same total dust supply to the ocean surface as per in the dust
field used inWard et al.[2018], but is supplied evenly across the global ocean surface.

Note that there is nasger-config scaling parameter for sediment flux forcings and hence the
total flux forcing appear explicitly in the time-series filgogem_force_flux_sed_det_sig.dat.

Also note that for a different total ocean area, the fluxmet will change as only the global

total flux to the ocean surface is conserved.

o USERCONFIG.PALEO.ECOGEM.PO4.SPIN

This is based on the configurations published/Milson et al.[2019], with iron quotas and
usage disabled iECOGEM.
In its modern tuningeCOGEM has a high carbon export and hiGiP ratio. This leads to
a less well oxygenated modern ocean than observations. In removing iron and configuring
PO, as the sole limiting nutrient for paleo experiments where the dust flux field & pbri
known, theC/P ratio increases still further and with it, a further depletion of ocean oxygen.
This situation is rectified for paleo applications (undercommended’) by:
1. diagnosing, not applying a mixed layer
# set mixed layer to be only diagnosed (for ECOGEM)
go_ctrl_diagmld=.true.
and
2. re-partitioning carbon from POM to DOM
(leaving nutrients etc. unchanged):
# relative partitioning of C into DOM
eg_par_beta_P0CtoD0OC=0.70
The alternative calibrated value is given shobgllimitation is included. For dust and
aeolian iron supply, simply follow the instructions and parameter values for
USERCONFIG.PALEO.BIOGEM.PO4Fe.SPIN.
In addition:
3. sea-ice light limitation The originalECOGEM model did not include any limitation
of biological productivity by sea-ice cover. This is included now by:
# add seaice attenuation of PAR
eg_ctrl_PARseaicelimit=.true.

which reduces light proportionally to the local fractional sea-ice cover.
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Additional recommend changes for sinking and water column remineralziation, reaction
completion time-scales, and gas solubility, are the same as per f&@®BEM PALEO
templateuser-configsdescribed previously.

3. Ensuring files are in their correct location and parameter settings are consistent

1. First, ensure that you have remembered to copy/transfer the entire configuration file subdi-
rectory created bynuffingen32 to: cgenie.muffin/genie-paleo.

2. Next, your newbase-configvill need to be transferred taigenie muffin/genie-main/configs.
Ensure that it has &onfig file extension.

3. Your user-configcan go 'anywhere’ ... ish. Putting it directly igenie-userconfigs®* may
eventually make things over-crowded. Better is to create a sub-directgeniefuserconfigs
(or even a sub-directory of this) and place it th&rer simply in: genie-userconfigs/LABS

4. Checking the consistency between the tracers defined ipatbe-configand the experiment
parameter requested in thiser-configs the trickiest part. Refer to some of the published
configurations (best) and/or EXAMPLES for guidance.

Remember that if you don’t want any additional tracers, the tracer total line vatbezconfig
should be:
GOLDSTEINNTRACSOPTS=’$ (DEFINE) GOLDSTEINNTRACS=2’

If you want a single color (age) tracer, you need:
GOLDSTEINNTRACSOPTS=’$ (DEFINE) GOLDSTEINNTRACS=3’
and the additional line:

gm_ocn_select_48=.true. # colr - ’RED numerical (color) tracer’

Sometimes it is best simply to start the experiment running and see what happens — there
are checks (not comprehensive) in the code to see if you have the necessary tracers selected.
Read any warnings that are reported as the experiment initializes, but often you can ignore
these.
Ensure that the total number of defined tracers equals the number of selected tracers you have
listed (plus temperature and salinity) in thase-config.

5. Finally, if you have previously run an experiment using a diffebarste-configyou will need
to briefly interactively run an experiment with the nbase-confign order thamuffin knows
to re-compile. (Remember that you cannot go directly to submitting jobs to the cluster when
changingbase-config$

Good luck!

33Which by default will appear in a directorNPUT.EXAMPLES

34The directory parameter passedtmmuffin.sh is then just/

35f you place theuser-confidfile into a sub-directorynyexperiments, the directory parameter passedtmmuf-
fin.sh is thenmyexperiments
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muffingen parameter settings — details

Zonal wind-stress

For non GCM-based configurations, no prior wind fields exraiffingen hence creates and config-

ures an idealized zonal wind-stress field (from which wind velocity and wind speed is derived). The
zonal wind-stress can take alternative strengths, depending on whether a high latitude gateway (in
either hemisphere) exists. This can be prescribed directipudiingen can be enabled to 'choose’
whether or not a high latitude gateway exists and hence whether or not to apply a strong or weak
zonal flow. The parameter options (in thruffingen configuration file) are:

e par_tauopt=0;
muffingen chooses whether or not to apply a strong or weak zonal flow, and in which hemi-
sphere, depending on whether it thinks a high-latitude gateway exists or not.

e par_tauopt=1;
A weak zonal flow is applied in both hemispheres (e.g. assuming land prevents the existence
of an ocean-only circumpolar high latitude pathway in both hemispheres). The presence of
a pole-to-pole super-continent (or 'ridge-world’) would be an example of when this option
might be selectel.

e par_tauopt=2;
A strong zonal flow is applied in both hemispheres (e.g. assuming there is no land to prevent
the existence of an ocean-only circumpolar high latitude pathway in both hemispheres). The
presence of an Equatorial-only super-continent (or 'water-world’) would be an example of
when this option might be selectéd

e par_tauopt=3;
'grey’ world — an intermediate strength zonal flow is applied in both hemispheres. For hedg-
ing your bets of for use across a wide range of different continental configuration where you
do not want to manually chose and prescribe either stronoriveak () and don’t dare trust
muffingen to make the choice for you (optid).

For reference — the modern world has a mix of strong (southern) and weak (northern) hemi-
sphere zonal flows.

The differentEXAMPLE (.m) configuration files have a mixture of default choices, for example
(not exhaustively listing all the different example configurations ...):

e EXAMPLE_MASK_drakeworld, EXAMPLE_MASK_eqgpasworld, etc.:
par_tauopt=0; 38

o EXAMPLE_K1_permian, EXAMPLE_K2_supercontinent:
par_tauopt=1

¢ (none of the current examples prescribe strong zonal winds, but could (see footnotes)):
par_tauopt=2

e EXAMPLE_BLANK:

par_tauopt=339

36But note that in the ridgeworld EXAMPLE provided, the automatic assignment option (#0) is instead set to be
consistent with the series of fake .dat based configurations.)

37But note that in the waterworld EXAMPLE provided, the automatic assignment option (#0) is instead set to be
consistent with the series of fake .dat based configurations.)

38Note that some of these could be pre-determined — e.g. water-world could be set with option #2 (strong zonal winds),
and ridge-world with #1 (weak zonal winds). For configurations with a circumpolar passage only in one hemisphere such
as drake-world, option #0 will configure this with a weak northern zonal wind field and a strong southern one.

39By default, a water world is created, which would normally be wind stress option #2. However, assuming some
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o EXAMPLE_GCMHadCM3L_modern, EXAMPLE_GCMFOAM_modern:
n/&® (wind-stress derived from GCM fields)

Ocean depth (and maximum levels)
The standard configurations of muffin assume a maximum ocean depth of 5000 m. (In fact, until
recent code changes, the scale-depth ir@& DSTEIN ocean model component was hard-coded
as 5000.0 m.) This depth is then divided up into 16 (typically) or 8 ocean levels with a logarithmic
distribution of ocean layer thicknesses.

The number of layers in the ocean is set by the parameter:

par_max_k
and the maximum (scale) depth is:
par_max_D

You need not have apar_max_k layers spread over deptlar_max_D. You can specify the
minimum (deepest) depth level used in the muffin depth grid via the parameter:

par_min_k

By default this has a value af Setting a high value truncates the ocean floor. e.g. for a flat-bottom
ocean, a common valueds meaning that the ocean model consists only of layers 16 down through

3, giving it a maximum depth of about 3500 m. This, in conjunction with a modern-like land
fraction, gives a modern-like ocean volume (given that the modern ocean has an average seafloor
depth of ca. 3500 m).

If you require a deeper (maximum depth) ocean than 5000 m, be aware that retaining the same
(e.g. 16) value opar_max_k means that that the same number of ocean layers are distributed over
the greater ocean depth, and hence, your surface layer will be deeper, potentially changing biologi-
cal productivity and biogeochemical cycling. There is hence a facility provided for maintaining the
thickness depth distribution in the upper ocean while adding additional layers to the bottom of the
ocean to create a greater (than 5000.0) maximum ocean depth. This is implemented by setting the
parameter:

par_add_Dk
(the additional number of depth (k) levels) to a non-zero value. The effect of this is assume that the
maximum ocean depth parametpaf_max_D) corresponds to the specified maximum number of
ocean layerspar_max_k) minus the number of additional layefisag_add_Dk)*!. The maximum
ocean depth is then re-calculated baseg@n max_k minuspar_add_Dk number of levels, cor-
responding to depthar_max_D (with the same logarithmic distribution of layer thicknesses with
ocean depth applied to the additional layers deeperjihanmax_D).

For example, setting:

par_add_Dk=2

in conjunction with a total number of ocean levels:
par_max_k=18

and:
par_max_D=5000.0

unknown continental configuration may be drawn, the 'grey world’ intermediate wind stress option is set (#3).
40(so any value can be set as it is ignored)
#(rather than the maximum number of ocean levels as usually applied)
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together configures an 18-level ocean model with the first 16 (18-2=16) levels spanning 5000.0 m,
with an automatically re-calculated maximum ocean depilr (max_D value) of 6922.2705 m and
the additional 2 levels spanning this additional depth (1922.270% m).

the ocean is also written out. By default this will be equal to the valugaefmax_D (5000.0
m), unless, the value gfar_add_Dk is non-zero, when the above described re-calculation of the
maximum ocean depth is made (and written out in the parameter file).

42Note that there is no way, unless the logarithmic function for the distribution of layer thicknesses with ocean depth is
changed, to retain the same modern/default layer thickness distribution for the upper ocean layers and have a maximum
ocean depth that is different to 5000.0 m unless you carry out the calculation yourself for the depth occupied by e.g. 18
levels. (You cannot calculate how many layers occupies e.g. 6000.0 m and still retain the upper ocean depth distribution
as the depth profile does not fit neatly into 6000.0 m.)
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Installation related questions

Compiler errors

Recent versions (ca. 10) gkc (GNU C Compiler) may through up errors when compiling the
muffin netCDF library routines —Error: Rank mismatch ...".

This can be resolved by addingr@kefile.arc (in genie-main):

FFLAGS += -fallow-argument-mismatch

Installation directory
The default installation directory is:/cgenie.muffin but it need not be. To run iNEW_PATH:
1. Lines 26 and 27 afiser.mak, change:

GENIE_ROOT = $(HOME) /cgenie .muffin
OUT_DIR = $(HOME) /cgenie_output
to:

GENIE_ROOT = /NEW_PATH/cgenie.muffin

OUT_DIR = /NEW_PATH/cgenie_output
2. Lines 31 and 34 afisersh, change:

CODEDIR="/cgenie.muffin
OUTROOT="/cgenie_output
ARCHIVEDIR="/cgenie_archive
LOGDIR="/cgenie_log

to:

CODEDIR=/NEW_PATH/cgenie.muffin
OUTROOT=/NEW_PATH/cgenie_output
ARCHIVEDIR=/NEW_PATH/cgenie_archive
LOGDIR=/NEW_PATH/cgenie_log

... and, inrunmuffin.sh, edit:

B G G
# CHANGE THIS FOR INSTALLATIONS OTHER THAN IN $HOME

# SET THE SAME AS IN user.mak AND user.sh

# set home directory

HOMEDIR=$HOME

Stack space
You may encounter issues with regards toiliert Intel FORTRAN compiler (an maybe others),

particularly when using SEDGEM because of the size of the arrays holding sediment information:

"The Inte{R) Fortran Compilers 8.0 or higher allocate more temporaries on the stack than previous

Intel Fortran compilers. Temporaries include automatic arrays and array sub-sections correspond-
ing to actual arguments. If the program is not afforded adequate stack space at runtime relative to

the total size of the temporaries, the program will terminate with a segmentatiori fault.
The (a?) solution is to increase the CPU stack space, Try:

$ ulimit -s unlimited
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Cluster/queue questions

Do | have to submit experiments to the queue rather than running interactively?

Yes! Except for developing the model and debugging, testing new experimental designs, and forcing
a re-compile. The number of instances of the model that can be run simultaneously interactively
is limited by the number of processing cores on the head node. The more experiments that are run
interactively, the slower everything will go. Additionally, if you even temporarily lose your Internet
connection, an interactively-run experiment will die. The queue is there for your convenience,
believe it or not ...

Can | leave all my experiment results on the cluster for ever?
No! Nothing is backed up on the cluster, and space is not infinite. So, periodically, transfer archived
(.tar.gz) results off of the cluster and delete both the archive file and the results directory.




292 Chapter 20. FAQ
20.3 Help! My experiment has died ... why?

20.3.1 Sources of initialization error

If, when using theunmuffin.sh shell script to run agenie.muffinexperiment, it all goes horribly
pear-shaped ...

1. The experiment dies absolutely immediately.
Check that theunmuffin.sh shell script has executable permissions. Also check that the direc-
tory you are trying to run the model from is t@enie-main directory.

2. The experiment does not quite die immediately, but does not manage to stagger even as far
as the line:

>> Here we go ...

before dropping dead. If so, there should be an error message telling you that a particular file
or directory cannot be found. Check:
¢ All the files and directories you have specified exist.
¢ You have not omitted spaces where you should not have, nor added spaces where a’
separator was required.
¢ You have not misspelt anything —a common cause of problems is in reading the number
one ('1") for the letter el (1°), or vice versan the computer fontQourier).

These first two sorts of pain and suffering are due to mis-configuration ofutiheuffin.sh shell
script. Also refer back to the overall sequence of configuring and running@&sNIE.muffin
model shown in Figuré.2

Other sources of error are due to the configuration@ENIE.muffin (or more rarely, due to the
model itself):

1. AscGENIEmuffin initializes, files may be reported as not being found. One possible cause
of this is that ~’ may not necessarily get expanded into the path of your home directory (e.g.,
' /home/mushroom’. In this situation, *’ can simply be replaced witt$HOME'. Note that as
well as making this substitution at the command line, uker-configfile may also contain
instances of”’ (such as in specifying particuldorcings.

2. A missing/not found error can also arise with some compilers if one of the various ASCII
input files toBIOGEM (or SEDGEM) does not have a blank line at the bottom (some vague
quirk of the unformatted read used in tRORTRAN code). Check: thaser-confidile, and
also any boundary condition files being requested.

3. Further trouble can occasionally arise when udiigdoz and editing files (e.g., theser-
configfile) and it is possible to corrupt the format of the file. For what file(s) you have edited,
use the commandos2unix to strip off Windoz formatting characters (which are invariably
invisible in most editors). The syntax for this (or see linex 'man’ pages, or even Google
it) is $ dos2unix FILENAME.
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20.3.2 Carbonate chemistry errors

The most common error asuffin starts to run, or during the course of a run relates to the solution
of the aqueous carbonate chemistry system and specificallpHorThere are 2 different errors
that can be reported in this respect:

1. Numerical instability at step;
Data; dum_DIC,dum_ALK,dum_Ca,dum_SO04tot,dum_H2Stot,dum_NH4tot
pH(SWS), pH (OLD), pH (guess #1), pH (guess #2)
CARBONATE CHEMISTRY COULD NOT BE UPDATED :(
followed by a series of values (corresponding to the listed tracers), and then a block of text

summarizing possible meanings of the error (and tracer values).

2. Number of steps taken without successfully solving for pH = ...
Data; dum_DIC,dum_ALK,dum_Ca,dum_S04tot,dum_H2Stot,dum_NH4tot
pH(SWS), pH (OLD), pH (guess #1), pH (guess #2)

CARBONATE CHEMISTRY COULD NOT BE UPDATED :(
also followed by tracer values and possible explanations.

Both errors relate to the implicit solution for thpH (technically:[H"]) value at the current time-

step. The scheme takes an assumed value at model initialization or from a re-start, or during an
experiment — the last calculated value at that location in the ocean, and uses this to make an updated
estimate ofpH. The calculation is carried out iteratively, with the new assumed valyidieing

taken from the previous iteration, until the solution converges, or not.

The first error — instability — is triggered by a negative valugdfbeing calculated. The second
(much more common) error occurs if the maximum number of iterations has been reached —i.e. if
the carbonate chemistry system is not converging within a reasonable number of itefations.

The default behavior in response to either situations occurring is for muffin to forego updating
pH in the troublesome ocean grid call and continue to the end of the current time-step, save data
snapshot, and then exit the run.

Why does the error arise, and what can be done about it?

1. Runningmuffin with array dimensions which do not match the number of tracers selected is
a common cause of failures to solve the agueous carbonate system, as often calcium ion or
other tracer concentrations become corrupted and get assigned nutty values.
As per the error message text:

(1) Check the FIRST TWO lines of the ERROR DATA (ocean DIC and ALK):
-> These should be ... reasonable ... of order a few thousand umol kg-1
(units reported are mol kg-1)°
-> NaNs, negative values, obsenely low (<< a few hundred umol kg-1) or,
high (>> tens of thousands) are indicative of array bounds problems.
Array bounds problems are mostly commonly due to:
(A) incorrect ocean dimension compared to the compiled executable,
(B) incorrect number of biogeochem tracers in the ocean compared to
the compiled executable.
=> Carry out a *** make cleanall *** (from ~/genie/genie-main).
2 ...
(3) Extreme values of Ca and S04 (#3, #4) are only vanishingly possible except
due to incorrect compiled array dimension or extreme salinity.

1The default number of iterations is set as 100 and is specified by the parameter:
gm_par_carbchem_pH_iterationmax=100
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Try forcing a re-compilef make cleanall)to make this go away.

Also, if a re-startis used which was generated with a different land-sea maskl{ase-
config to the current experiment and associdiade-configspurious tracer values can occur
and crash the carbonate chemistry scheme. Try running withoueibirtand see if that
solves it (identifies the source of the problem).

The appearance of all (or almost atlyiNs also hints at a ocean circulation/climate model
component problem and only causes an immediate crash in the ocean carbonate chemistry.
One not infrequent cause is due to the sea-ice model that is not unconditionally stable and
when it fails, can lead ttiaN tracer concentrations. In particular, the sea-ice model can falil
when there is very little sea-ice cover — either retreating or increasing — and in topographically
restricted regions (e.g. small embayments or semi-enclosed seas at high latitudes). If the sea-
ice model fails, this should be recorded in a series of error messages notifying a failure to
solve. Check the experiment log file if running submitted jébs.

If the root of the issues is indeed the sea-ice model, one or more of the following can be tried:

e Simply run the model 'warmer’ (highgoCO, or radiative forcing) so that there is no
sea-ice cover anywhere, or 'colder’ so that there is plenty. (It seems to be the appearance
or disappearance of an ephemeral sea-ice cover that is the main issues.) If not running
from arestart, you can also try specifying a 'warmer’ or 'colder’ ocean start than the
default. The initial ocean temperature of a spin-up is determined by the parameters (set
in the base-configlthough you can add new values in theer-confij:

# temp0 -- ocean temperature start

go_10=5.0

# templ -- start temperature start

go_11=5.0

(Aim to set both parameters to the same value because | have forgotten what the differ-
ence between them is ... (vertical zones of temperature perhaps).)

e Check that you have the revised sea-ice diffusivity value and limits imposed on sea-ice
advection, set by (this also appears in Hase-confidout you can adjust the values in
theuser-config;

# reduced sea-ice eddy diffusivity

gs_11=1000.000

# set a fractional sea-ce coverage threshold for preventing advection
gs_par_sica_thresh=0.99

e The nuclear option(!) is to disable the formation of sea-ice entirely, which can be done
via:

eb_opt_freeze=.false.
(This simply sets the freezing point of seawater to -999C and hence preserves the water
and energy balance of the system.)

2. Failure to converge (the second error) is unlikely to be due to mis-compiled tracer selections

or incomparable restart ocean grids, but rather as a consequence of extreme geochemical
conditions occurring somewhere in the ocean. This can be due to excessively intense export
production and remineralization, as well as at excessively high dissolved silica concentrations
— all may be plausible early Earth states, but ones that require an adjustment of how aqueous
carbonate chemistry is solved:

2Interactive jobs should echo the error messages to the screen as the failure occurs.
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e At very high nutrient PO4) concentrations, and/or at high ocean temperatures with a
temperature-dependent remineralization scheme, and/or with a slow prescribed sinking
speed, oxygen consumption can be complete and subsequently, sulphate reduction in-
tense. Sulphate reduction results in the release of two mol alkalinities peﬁ@j@l
consumed, impacting carbonate chemistry in that ocean cell (in addition to the release
of DIC from the remineralized organic matter). Where the resuldpgis re-oxidized,
alkalinity is removed and local carbonate chemistry impacted in the opposite sense.
The problems are likely to occur in the ocean sub-surface, although difficulties at the
surface and associated with air-sea gas exchange are also possible. Plotting out surface
or sub-surface (and ideally; 2D surfaces of the distribution of minimum and maximum
values usingnuffinplot) can help in the identification of the nature of the underlying
problem(s).

There are a couple of possible courses of action to take (as an alternative to modifying
the experimental design and reducing the intensity of biological export and sub-surface
recycling):
(a) Increase the number of iterations allowed in solving for seawaster* The pa-
rameter controlling this is:
# number of pH solution iterations
gm_par_carbchem_pH_iterationmax=100
and could, for instance, be increased to a value of 1000 (iterations).

(b) In addition to the 10Diterations thatmuffin is allowed in trying to converge on
a solution forpH, muffin can also try a different initial (seeg)H value if it en-
counters one of the error conditions. The iteration counter is re-set and the iterative
convergence calculation is carried out once again.
The controlling parameter is:
# re-seed pH?
gm_ctrl_carbchem_pHseed_retry=.false.
and isfalse by default.
In a situation by whiclpH never ever converges, it may be that the initial value is
too far from the (true) solution value. Setting the parametefe and re-seeding
with randomly varying values then help find a sufficiently close initial guess that
convergence occurs.

(c) Whilst the carbonate chemistry ap#i at the ocean surface is solved at every time-
step (in order to calculate air-sea gas exchandge®f, carbonate chemistry is not
needed for any reaction, with the exception of when one or more of the following
tracersare selected:

— is_FeC03
— is_Fe3Si204
— io_CH4

(Carbonate chemistry is also needed for calculating the preservat@aCid;, but
this is calculated separately SEDGEM.)

3i.e. much slower than the default of IRg 1

4Conversely, one could decrease ibid tolerance criteria for convergencgm_par_carbchem_pH_tolerance,
which by default has a value of@1 — increasing will result in a faster solution and a greater change of passing the
convergence criteria, but at the expense of accuracy.

5The default value unless it has been changed.
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The error then arises most likely when an attempt to solvepféris made when
preparing 3D fields fotime-slicesaving. This calculation is made regardless of
whether or not you want carbonate chemidtnge-slicedata saved. An option is
available that disables the updatingpHl associated wittime-slicesaving:

# disable carbonate chemistry updating for time-slices
bg_ctrl_data_save_slice_carb_update=.false.
(by default, this parameter igrue.). Aside from at the surface every time-step,
employing this parameter change results in the ocean ingeHamly being solved
for at the very start of the experiment. Carbonate chemtsirg-slicedata is still
saved ... but will not change from the initialised values (except at the surface).
This *should* avoid most/all carbonate chemistry crash issues(?)
(d) You could also try forcingpH to be solved for, throughout the ocean interior, and at
every single time-step. This might 'work’, because fit¢ solution is seeded with
the previouspH value, meaning that very frequently updating the valugbf
might allow you to track the transition into extreme redox states with no issues.
The parameter setting to make this happen is:
# force full carbonate chemistry updating
bg_ctrl_carbchemupdate_full = .true.
Note that if you have a methane cycle, ocean intepidris frequently solved for
anyway.
Option (c) is arguably the better one to test first, unless you have a methane cycle. Then
(d) is worth trying (but even if it works, may slow things down). Otherwise, (a) and (b)
may help but will probably only offer limited improvement in stability.

There is a fifth and slightly different, possibility, requiring the marine carbon cycle itself
is altered:

(e) Assuming that the underlying issue is 'nutrient trapping’ — the rapid biological
removal of PO,) from the surface, following by shallow remineralization of the
organic matter, re-release of tHe(,) and then efficient return back to the surface
to fuel further biological productivity — addinige co-limitation of biological pro-
ductivity may help, because loss of dissoleglfrom the water column will tend
to scale with the flux of organic matter, hence acting as a negative feedback on the
nutrient trapping.

o Very higtf high dissolved silicaH4SiOy) concentrations in the ocean can cause issues.
This is becaus¢i3SiO, appears in the calculation of carbonate alkalinity from total
alkalinity.

A parameter is provided to remo¥&SiO, from the alkalinity carbonate calculation —
by setting:
gm_ctrl_carbchem_noH3Si04=.true.

You may also be trying to spin up the model with fabulously g0, (i.e. many 18 or even 106
of thousands oppm). What typically happens here, is that mean oded andALK are invariably
initialized to modern (or shallow time) values, in equilibrium with modern (or up to pEoQ
pCO,. Restoring the atmosphere to an excessively @i, will lead to extreme imbalances
betweerDIC andALK at the ocean surface &€, invades the ocean from the atmosphere.

60rders of magnitude higher than modern
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If you do not need to simulatpH or carbonate saturation state, or are not using processes that
depend on these (e.g. variable saturation-deperZiDO; : POCrain ratios, or the preservation of
CaCG; in deep-sea sediments, then you might consider setting a radiative forcing in the atmosphere
equivalent to the requiredCQ, value, and just lepCO, naturally equilibrate with ocealC and
ALK (and the climate and biological pump state).

If you really *must* have an explicitly high value giCO;, then you can try one of the follow-
ing, with the aim to set ocealiLK to a more appropriate value:

1. Firstly you can estimate the initial mean océarK value you need from an off-line carbonate
chemistry code.
Typical would be to assume a modern ocean surface saturation state wittohioalcite
of around 50 (mean ocean saturation i9b6 in the modern configuration ofiuffin). Take
a reasonable mean ocean surface temperature and salinity ... and an atmospheric partial
pressure equal to the value you want to restore to, and then solve for the complete (mean
surface) system. Initialize your experiment with the resulii@ andALK values.

2. Read suitabl®IC andALK values off of Figure20.1
This is far from a particularly great figure and is poorly resolved in termpQ@®D, (black)
and saturation@®) (yellow) contours. You are looking to follow theCO, contour you want
(or close t0), to higher oceahlLK, until the ocean surface is reasonably over-saturated (i.e.
1.0 < Q < 10.0). e.g. forx10pCQ,, this would occur for a\LK value of ca. Snmolkg?.
You also want to read off a correspondiBiC value, which you could simply take to be the
x-axis value (but noting that this is real}IC plus pCOy).

3. Restore ocean carbonate chemistry (e.g. surface ocean saturation) at the same time as you
restore atmospherigCG;.
Refer to theForcing HOW-TO, and specifically: Set a specific ocean chemistry or satura-
tion staté. The 3rd listed method is the one you want.
In this method, you might have to ramp pgQ; to its eventual, required value, rather than
implementing an instantaneously hig O, value.
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Figure 20.1: Carbonate chemistry fan diagram (&C)5

Note that the total carbon inventory is the sum of botl® andpCQO,. The circle represents mean
modern ocean chemistry.
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Other possible geochemical errors

Itis good practice not to allow complete consumption of any particular reactant by a single reaction.
This is because multiple processes may be competing for the same reactant, whilst at the same time,
ocean circulation is transporting the reactant away. The result can be (small) negative tracer values
(and if you are unlucky, large negative errors). Negative tracer value, in turn, have the potential to
cause crashes.

A parameter is hence provided to limit the maximum consumption of any particular reactant by
a single reaction via an imposed lifetime (days):

# maximum time-scale to geochemical reaction completion (days)
bg_par_bio_geochem_tau=90.0

In this example, the value is set to a0

Negative tracer values can also arrise as a result of the default ocean mixing scheme. In all modern
and 'realistic’ paleo configurations, isopycnal/diapycnal mixing is used. However, this scheme can
lead to unwanted negative tracer values. In extreme biogeochemical configurations, particularly at
low atmospherigpO, and when sharp horizontal transitions in redox state in the ocean occur, the

magnitude of negative values can become unacceptable.
An option is provided for toggling between isopycnal/diapycnakfie . ) and horizontal/vertical
(.false.) mixing schemes. For instance, adding:

# it is recommended that it is turned OFF (=.false.) for ’fake’ worlds
go_diso=.false.

would request the horizontal/vertical mixing scheme and substantially reduce the possibility of
negative tracer values arising.

"By default it is set to zero which is interpreted as allowing complete reactant consumption as per previously.
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Meaning of specific error and warning messages

’ERROR: path integral around island too long’

Such an error is possible when developing new or modifying existing continental configurations
(and associated 'island’ and 'path’ definition files), but not in normal running of the model. First
try amake cleanall and then try re-running. If the problem persists, it is possible that a key
configuration file has accidently/somehow been changed.

’ERROR MESSAGE: Particulate tracer CaCO3 ..’
| have been toldERROR MESSAGE: Particulate tracer CaC03 does does not have the
corresponding ocean tracer Ca selected’—is this a problem ... ?

No! You are simply being reminded that you have calcium carbon (Ga€€dected as a partic-
ulate tracer in the model, but although when it dissolves it releas&s @ad removes Cd when
CaCQ is precipitated), you do not have €aselected as an explicit dissolved tracer in the ocean.
This is not a problem as by far the most important effect on the carbon cycle of adding/subtracting
Ca2+ is a change in alkalinity, which is implicitly account for. Onlysary long time-scales, or in
deep-time situations when the €&Mg?* ratio was very different form today, might you need to
select C&" (and Mg+) as an ocean tracer.
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General model experiment questions

When does the model need to be recompiled?
cGENIE.muffin will need to recompile in the following situations:

e You have just carried out one of ta&ENIE.muffin tests, e.gmake test Ormake testbiogem.

e You have changed the dimension of the climate model grid (which also means an automatic
change in the biogeochemistry modules), either horizontally (e.g., going from386to
18 x 18) or vertically (e.g., going from 8 levels in the ocean to 16).

e You have changed the number of selected ocean biogeochemical tracerdastheonfig
and hence changed the value of:

GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2"

(The latter two involve a change in compiled array dimension.)

In all three situations, théase-configs being changed (or should e In running at the
command line (i.e. interactively), thenmuffin.sh Script detects the change in base-config, and
automatically forces a re-compile for you. However, the compute nodes of the cluster do not have
access to thEORTRAN compiler. As a sad and unfortunate consequence, submitted jobs cannot
recompile modules and all science modules must be already compiled when a job is submitted.

To recompile (and re link) the science modules — first, start an interactive run of the experiment
you want to conduct. This will ensure that it is correctly compiled. This also serves as a visual
check that you have requestediser-config restart, etc that actually exists. Start the run for the
length of time you intend to use when submitting the experiment as a job to the queue, but kill it
(keyboard commandcitr-C) once it is compiled and you are happy that it is running OK (say, after
10 years). You can now be reasonably confident that the experiment is safe to submit the job to the
cluster (and all files and inputs are as they should be).

If you have multiple experiments, all with the same resolution and number of tracers, you DO
NOT need to re-run interactively or attempt to recompile. Also, you can add 'modules’ and not
recompile. i.e., you can interactively run an ocean -only carbon cycle. And then submit it. And
then submit an experiment usi@EDGEM as well. (Because when the model is compiled, ALL
sciences modules are compiled, meaning that all there is to do is just link them, which does not
require the {fort) FORTRAN compiler.)

Refer to Figurel.2 for the sequence of steps associated with configuring and running model
experiments.

In the naming of different forcing specifications: what does 'yyyyz’ mean?

A. The naming convention fdorcingsis that the (sub)directory name starts with the code for the
continental configuration, if théorcing is tied to a specific continental configuration. For exam-
ple: forcingswith the string FeMahowald2006’ relate to the prescription of a dust (Fe flux) field
re-gridded fromMahowald et al.[2006]. When this has been re-gridded to th&jh2 continen-

tal configuration,worjh2 appears at the start of the name. If foecing is independent of a spe-
cific continental configuration, such as restoring atmospl@@gto a prescribed value (uniformly
throughout the atmosphere), the stringyg/yz', as in e.g.:pyyyyz_RpCO,_Rp13COs,.

80ne could edit &ase-confignd re-ruin, but it is better to create a nbase-confidgile if editing any of the settings,
particularly those affecting array dimensions
9t is OK to change the flavor of GENIE as linking is done by the C compiler.
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Can | make the model run faster?

*sign* You speed freak. Is this all you care about? What about the quality of the simulation
- does that mean absolutely nothing to you? Oh well ... There is a bunch of stuff that slows
cGENIE.muffin down that may not be absolutely essential to a particular model experiment. These
include:

e The number of tracers - if you don’t need 'em, then don'’t select 'em! Selected tracers are
automatically passed 8OLDSTEIN and advected/convected/diffused with ocean circula-
tion. Similarly, BIOGEM does a whole bunch of stuff with tracers, particularly those which
can be biologically transformed. All this is numerically wasteful if you aren’t interested in
them. Equally importantly, the more tracers you have selected the more careful you have
to be in configuring the model. Superfluous tracers therefore cost more configuration time
and/or increase the change of a model crash.

e Tracer auditing- the continuous updating and checking global tracer inventories to ensure
that there is no spurious loss or gain of any tracer (i.e., a bug) has computational overheads
associated with it. Whether this checking is carried out or not is set by the value of the flag
bg_ctrl_audit'0.

e Time-seriegesults saving. Model tracer (plus some physical) properties are bring con-
tinuously averaged in constructitigne-seriegesults files. Cutting down otime-serieghat
you don’t need will help minimize model run-time. The various categories of time-series that
will be saved are specified by a series of namelist parameter flags. However, within each
category (such ascn tracers bg_ctrl_data_save_sig_ocn) all properties will be saved -
you are not given to option to save a defined sub-set (for exaplzandPO, in the ocean
but notALK).

e Time-slice results saving. If you have relatively few requested time-slices over the course

of the model integration then this is unlikely to significantly impact the overall run-time (even
will all possible data category save namelist flags settteue .). However, note that if you
have accidently triggered the default time-slice saving interval (by having no data items in the
time-slice specification filebg_par_infile_slice_name) you may end up with the model
running about as fast as a 2-legged dog super-glued to a 10-tonne biscuit.
Note that time-series saving of data that is a 2-D average, such as atmospheric composition
at the ocean-atmosphere interface, sediment composition at the ocean-sediment interface, or
just ocean surface conditions, is less numerically demanding than mean values that have to
be derived from a 3-D data field.

e Alter the degree of synchronicity between climate and biogeochemistry (see HOW-TO
guide).

As avery rough guide, the impact on total run-time of making various changes to the model con-
figuration are listed as follows. Numbers are given as a percentage increase in total model run-time
(using the /usr/bin/time linux command). Tracers selected in the ocean are DIC, ALK, PO4, 02,
DOM_C, DOM_P, DOM_02, as well as 13C isotopic components (DIC_13C and DOM_C_13C)

(+ Tand S). The corresponding tracers are present in the atmosphere and as particulates. The model
is run for 10 years as a new run (i.e., not loading in a restart file):

e ADD auditing= +15%

e ADD time-slice saving= +20%!

101tis .false. by default.
11Because only a 10 year integration has been carried out with a time-slice saved at 10 years, the computational cost of
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e ADD time-series savings +15%
e REMOVE '3C isotopic species (= DIC and DOC ocean tracess)10%+2

You can also run at lower resolution. The basic configuration for a faster 'lego digk*-
NIE.muffin configuration consists of a 2818 model grid and an 8 level ocean. The continents are
in a zonally-averaged configuration and there is no topography in the oceans.
The model is accelerated by:
1. it’s low resolution
2. taking 48 instead of 96 ocean time-steps per year in the ocean
3. BIOGEM being only being updated every 4 rather than every 2 ocean time-steps.
In this configuration 100 years take about 40 seconds, 10 kyr would just take over and hour, and
100 kyr could be run overnight!

time-slice saving is disproportionately high as displayed. With a longer integration, the relative cost of saving a time-slice
will fall. In contrast, the computational cost as a fraction of total run-time of time-series saving and auditing is likely to
remain the same.

12The speed gained by removing two tracers is not proportional to the fractional decrease in number of tracers (in this
example reducing from 11 to 9 the number of tracers in the ocean gives only a ca. 10% improvement in overall speed).
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Climate-y questions

Can | disable climate feedback with CO,?

Yes, for instance when you might want to compare the fat€©f released to the atmosphere
with climate (and ocean circulation and temperatures) not respondin@Qssin the atmosphere
also driving changes in climate (and hence affecting the pathways and transformatio@s, of
particularly in the ocean).

To specify no climate feedback, add to theer-confidile:

# set no CO2 climate feedback
ea_36=n

as well as a radiative forcing scaling:

# scaling for atmospheric C02 radiative forcing, relative to 278 ppm
ea_radfor_scl_co2=1.0

(a value of1 .0 giving no change in climate relative to the default).

How does the fresh water flux adjustment work?
Without a dynamical atmosphere and sufficient resolution e.g. North American topography, the
EMBM atmospheric component component produces an overly weak net transport of fresh water
from the North Atlantic into the North Pacific — too weak to maintain an AMOC (how sad).

Afix is provided in the form of a prescribed transport of fresh water from the Atlantic to Pacific
(or salt from the Pacific to Atlantic). The transport is split up into 3 zéhesapproximately:

1. South Atlantic into the (South) Pacific
[latitude bandj=9, 12 (36x36 grid)]

2. Equatorial and southern subtropical Atlantic into the Pacific
[latitude bandj=13,25 (36x36 grid)]

3. North Atlantic (and Arctic) into the North Pacific
[latitude bandj=26, 36 (36x36 grid)]

See Figure 1 irMarsh et al.[2004] (Climate Dynamicgfor an illustration. By defaultEEdwards
and Marsh 2004], the fluxes combine for a total net transfer of 0.32 Sv following Oort [1983] and
individually are (with parameter name):

1. (xml name:extrala) ea_25=-0.03
2. (xml name:extralb) ea_26=0.17
3. (xml name:extralc) ea_27=0.18

and giving a total net flux adjustmenrdx{trala+extralb+extraic) of 0.32 Sv.
These parameters were subsequently tuned, and iwdhee? (e.g. Ridgwell et al. [2007])
configuration, become:

1. ea_25=-2.1228021E-02
2. ea_26=0.1202921
3. ea_27=0.1273681

giving a lower total net flux adjustment of 0.226 Sv.

Now ... subsequent tunings ... rather than modifying each of the 3 individual fluxes,instead
introduced an overall scaling factor that is appliedhe default values. For instance, in therjh2
tuning, this parameter was:

13Als0 see notes in the xml parameter definition in addition to description below and references.



20.5 Climate-y questions 305
ea_28=0.726862013339996340

and whose value is applied to each default individual flux region value (i.e. -0.03, 0.17, 0.18 Sv),
giving a total flux of 07268x 0.32= 0.233Sv(or 0.7268x (—0.03+0.17+0.18) = 0.2335\).14

There are other ways to prescribe a flux adjustment — for instance by creating a salinity flux
forcing, with positive values in the North Atlantic, and negative ones in the North Pacific. The
total/net flux forcing in Sv can then be specified more directly and unambiguously.

How do | change the orbital configuration of cGENIE.muffin?
[see Orbits HOW-TO]

Can | do solar geoengineering (SRM) experiments?

No! Because you might destroy the planet.

No wait ... in the model (world) ... yes! But because of the absence of a dynamical atmosphere,
options here are limited. However, modification of the solar constalat,giant mirrors in space’

is possible. Sea-ice (surface) albedo can also be adjusted.

14Note that if values for the 3 individual flux parameters are specified, then the scaling factor applies to these values
(which replace the defaults.)
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Ocean biogeochemistry-y questions

Can solubility related changes be separated from stratification and circulation changes?

With BIOGEM coupled to the climate model core @BENIE.muffin 15, a change in atmospheric

CO;, will induce a change in SSTs, which in turn affect the carbon cycle and feedbacponia
changes in solubility and via changes in circulation (stratification) and thus biological productivity.
There are times when is it helpful to separate out solubility related changes from circulation related
changes. This equally applies to dissol¥@dandCO,. The problem is that you need a change in
climate and surface temperatures in the climate model in order to induce a change in circulation.

There is a way of having an altered climate and circulation, which then affects the marine
carbon cycle, yet specify the SSTs that are actually seBIOGEM (and thus used in solubility
calculations).

First of all, control the radiative forcing of climate internally in t&&BM rather than exter-
nally by the atmosphericO, concentration calculated BYTCHEM . Turn off explicitCO, forcing
of climate by settingea_36="n’. The namelist parameter_20 will then dictate the EMBM ra-
diative forcing: a value of D (default) gives no change in radiative forcirf@d, = 278 ppm), a
value of 20 corresponds to the effect of doubliGg,, x4 CO,, etc. Altering the value oéa_20
thus lets you control climate (and circulation) without having to adpG4 and the carbon cycle.

Next, SSTs inBIOGEM can be specified independently of the climate model. You achieve
this by setting up a restoring forcing of ocean temperatures at the surface. Note that by default,
prescribing SSTs (or SSSs) BIOGEM does not propagate through to the climate model which
does its own independent climate thing based on the valee ¢f0. This allows you to retain the
surface temperatures and thus solubility associated with @0, World, but have a warmer more
stratified ocean (appropriate for a much warmer World).

What actually happens is that BIOGEM receives both the altered circulation field and the altered
SSTs due tx4CO,, but sets its own SSTs internally rather than use those calculated by the climate
model. Setting up the SST restoring is in principal just like for PO4. The values for the SST field
you can simply copy and paste out of a priot CO, experiment.

The converse experiment, is to have circulation and biological productivity not change, but
explore the effect of changes in SST-driven solubility. i.e., to separate the solubility pump from
circulation change effects on glac@0;.

What is the difference between the different Fe configurations and schemes?

There is a parameterbg_opt_geochem_Fe — that specifies the Fe scheme (although note that you
have to have the appropriate/required tracers selected):
1. bg_opt_geochem_Fe = ’0LD’
This is the very original scheme, based on 3 tracers — Fe (free dissolved Fe), FeL (ligand-
bound Fe), and L (free ligand).
During scavenging, a new equilibrium partitioning between the 3 species is calculated and
imposed on tracer concentrations via the remin array, but only at the surface.
Entrains some completely unnecessary accounting for Fe addition at the surface as part of the
equilibrium calculation, including a call teub_calc_geochem_Fe as part of the main (i,j)
biogem subroutine array. All other schemes are free from this.
2. bg_opt_geochem_Fe = ’ALT’

5Namelist:ea_36="y’
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This is also based on 3 tracers — Fe (free dissolved Fe), FeL (ligand-bound Fe), and L (free

ligand).

During scavenging, a new equilibrium partitioning between the 3 species is calculated and

imposed on tracer concentrations via the remin array. This is carried out throughout the water

column.

3. bg_opt_geochem_Fe = ’FeFe2LFel’

Based on the same 3 tracers — Fe (free dissolved Fe), FelL (ligand-bound Fe), and L (free

ligand), but also, Fe2, which is ignored for the purposes of calculating scavening and Fe-

FeL-L partitioning. Here, the tracer Fe is explicitly taken toFes .

Scavenging and tracer concentration re-partitioning as per (2).

4. bg_opt_geochem_Fe = ’hybrid’

This is based on the minimum number of tracers required to describe the system — TFe (total

dissolved Fe) and TL (total dissolved ligand). The equilibrium partitioning between Fe, FeL,

and L, is derived when required.

5. bg_opt_geochem_Fe = ’lookup_4D’

Also based on TFe (total dissolved Fe) and TL (total dissolved ligand), but with Fe calculated

via a lookup table.

In schemes 1+2+3, scavenged Fe is removed form the Fe tracer pool. For 4+5, scavenged Fe is

removed from the TFe pool.

What is 'tracer auditing’ - should | have it switched on?

When developing a new model parameterization, it is of fundamental importance that careful track
is kept of the total tracer inventory of the system in the face of internal mass transfer and any
inputs (e.g., prescribed restoring or flux boundary conditions) or outputs (e.g., sedimentation). No
spurious gain or loss of tracer mass must occur as a result of bugs introduced to the code. The
tracer inventories of the ocean can be periodically calculated and compared to that predicted to have
occurred on the basis of any net input (or output) occurring in the intervening time to help catch
bugs. The simplest implementation would be an audit carried out at system start-up (before any
transformation of tracer mass has taken place), and at the very end (after the last transformation of
the tracer fields). However, integrating over over an extended time period can lead to the excessive
accumulation of numerical (truncation) errors. Instead, the audits are carried out periodically during
the model run. The periodicity of tracer auditing follows the times specified for time-series data
saving (i.e., at time listed in the file specified by_par_infile_sig_name).
The entire audit procedure is as follows:

1. First, an initial inventory is calculated, achieved by summing the product of the concen-

tration of each (selected) tracer with the mass of each each cell, across all wet cells.

2. During the model run, the net spatially- and time-integrated transfer of tracer mass arising

from all transfers across the external reservoir boundaries is calculated.

3. At a periodic pre-defined time, the inventories are re-calculated. The difference between

old and new inventories should be equal to the integrated net flux. If the relative difference

between re-calculated inventory and estimated (on the basis of net flux) differs by more than

a predefined threshold then an error message is raised (and the model halted if requested)

4. The integrated net flux variable is re-set to zero and steps (2-4) repeated.

In short — if you are not modifying the code then you can take it on trust(!) that the model

distribution is free of (major) bugs and that spurious gain or loss of tracers does not occur. It you
don’t trust me ... then switch the auditing feature on.
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Auditing is inactivated by default. To activate it:

bg_ctrl_audit = .true.

To adjust the threshold (relative) tolerate
bg_par_misc_audit_relerr = value

To halt the modeél if it fails the tracer drift tolerance:
bg_ctrl_audit_fatal = .true.

A secondary benefit of tracer auditing when running the model interactively, is that it reports
back to you the maximum and minimum value of all the tracers (and locations of where this occurs),
as follows:

>>> SAVING BIOGEM TIME-SERIES @ year 0.50 278.069 -6.501 16.522 3.843 18.543

temp / min = 0.2713E+03 (18,36, 8) / max = 0.3030E+03 ( 4,18, 8)
sal / min = 0.3337E+02 (10,35, 8) / max = 0.3891E+02 (30,29, 8)
DIC / min = 0.1878E-02 (35,24, 8) / max = 0.2581E-02 (33,21, 1)
DIC_13C / min = -.4225E+00 ( 3,16, 3) / max = 0.2792E+01 (25,13, 8)
DIC_14C / min = -.1779E+03 (33,21, 1) / max = 0.2197E+02 (30,29, 8)
P04 / min = 0.7071E-07 (29,28, 8) / max = 0.3806E-05 ( 3,16, 3)
02 / min = -.4521E-04 (27,30, 5) / max = 0.3363E-03 (24,35, 8)
ALK / min = 0.2212E-02 (10,35, 8) / max = 0.2724E-02 (33,21, 1)
DOM_C / min = -.4159E-05 (21,34, 3) / max = 0.1517E-04 (32,25, 8)
DOM_C_13C / min = -.1000E+20 ( 1, 3, 2) / max = 0.5817E+01 (29,36, 8)
DOM_C_14C / min = -.1000E+20 ( 1, 3, 2) / max = 0.2236E+04 (29,36, 8)
DOM_P / min = -.3924E-07 (21,34, 3) / max = 0.1431E-06 (32,25, 8)
Ca / min = 0.9769E-02 (10,35, 8) / max = 0.1136E-01 (30,29, 8)
CFC11 / min = 0.0000E+00 ( 1, 3, 2) / max = 0.0000E+00 ( 1, 3, 2)
CFC12 / min = 0.0000E+00 ( 1, 3, 2) / max = 0.0000E+00 ( 1, 3, 2)
Mg / min = 0.5050E-01 (10,35, 8) / max = 0.5888E-01 (30,29, 8)

How do | do an ocean CO; injection experimeni?
There is a hard way (but maximum flexibility), a less hard way, ... and an easy way. To cut the shit
— what follows is the easy way!
First, you want to use the updated tracer forcing format:
bg_ctrl_force_oldformat=.false.

Put this line in thauser-confidile if it is not already there, perhaps und®@RCINGS section.

You will need aforcing template for the&CO; injection —pyyyyz_FCO,_UNIFORM. This is pro-
vided on mygenie.seao2.org. Download and unpaek (xfz pyyyyz_FCO,_UNIFORM.tar.gz)
from the directory:~/genie_forcings. As it stands, this is configured to stuff 1 PgC yr-1 of
CO; into the ocean over the course of one year. The location dEeinjection is some random
default place that probably does not exist, which is not very good. So, you need to specify your
ocean location. For this, add the following lines taser confidile:
bg_par_force_point_i=22
bg_par_force_point_j=33
bg_par_force_point_k=5

which corresponds to a cell in the N. Atlantic (i,j, = 22,33) at an intermediate depth (k=5).

Thei,j,k coordinates are counted from left-to-right with longitude: i, from bottom to top with
latitude: j, and form top to bottom with depth for ocean level, k. The land-sea mask and maxi-
mum depth (lowest k integer) you are allowed can be got from the BIOGEM 2D netCDF, variable

16By default, this is set td . 0E-08.
17By default the model will continue running, even if there is an apparent spurious drift in tracer inventories occurring.
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grid_level. This is a map of the 'k’ values. >90 means land, for the 8-level ocean the ocean
depths will be between 1 and 8. 8 being the surface. So the map is of the depth of the ocean and
thus lowest k value you are allowed to use.

By default, using th€CO, injection forcing template you will get 1 PgC emitted to the ocean,
in the location you specify. You can scale the amount of carbon up via the namelist parameter:

bg_par_ocn_force_scale_val_3=xxx

wherexxx is the multiple of 1 PgC you want to inject. NOT your favorite movie viewer rating. e.g.,
100 PgC:

bg_par_ocn_force_scale_val_3=100.0

Note that 100.0 PgC is quite a lot of carbon to be injecting into a single location (cell) in the ocean
model! By default, the time-scale of injection is set as 1 year. To increase the time over which the
CO; injection takes place use the namelist paramigiepar_ocn_force_scale_time_3, which
simply scales the time interval. i.e.,

bg_par_ocn_force_scale_time_3=10.0

causes th€0;, injection to take place over 10 years. But since the flux is in units of PgC per year,
you will get 1000.0 PgC carbon total (10 years x 100 PgC yr-1). So a combination of both namelist
scaling parameters (both flux scaling, and interval scaling) will be needed for the requiréziQgtal
injection.

Note that the integer at the end of the namelist parameter name corresponds to the index of the
ocean tracer3 is DIC. 12 would allow you to inject alkalinity into the ocean (but the you would
need to create additional forcing specification files).

The slightly harder way involves entering in the i,j,k location explicitly in the forcing config-
uration fileconfigure_forcings_ocn.dat. Altering the magnitude and/or duration of the flux
release requires editingiogem_force_flux_ocn_DIC_sig.dat.

The hardest way requires that two 3D fields explicitly specifying the spatial nature of the forcing
flux are created and modified.

For these alternative options — see earlier section on tracer forcings (Section 4).

Can | do carbon dioxide removal (CDR) experiments?
Yes! See geoengineering HOW-TO.
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Geologic carbon cycle questions

In GEM1ite, does the adaptive step size control work with fixed/prescribed pC0O,?
If pCO;, if fixed/restored, the answer is 'no’ (ish). Or rather: you'll often get little difference
compared to simply fixing the ratio of accelerated to non-accelerated time-steps. However, you
will still get the advantage of adapting time-stepping depending on other changes to weathering
(/sedimentation) that may have been prescribed. i.e. even Wi@® pestored during 'normal’
time-stepping, 80O, will change during the accelerated mode if weathering is significantly out of
balance with sedimentation. The greater this imbalance, the greater the cha@fe,jrapd the
sooner that time-stepping will be handed back to the normal (full updating) mode.

If you have prescribed changin€@,, e.g. a continual ramp upwardiM1ite is not appro-
priate in the first place, as the atmosphere is intrinsically assumed to be in equilibrium with the
ocean surface and steady-state geochemcial gradients in the ocean have been established. (This
assumption is broken €0, is rapidly invading the ocean.) Acceleration (a3&#1ite) is also not
appropriate if ocean circulation and carbon cycling have not yet been spun-up, unless at least 5 to
10 kyr of normal time-stepping forms part of the total spin-up including acceleration.

How can | diagnose changes in the carbon budget due to weathering/sedimentation?

The following example assumes that you are only running with CaCO3 weathering (i.e silicate
weathering and outgassing are both set to zero). In this case the weathering flux of DIC into the
ocean is equal to the Ca weathering flux. This is output as a time series in:
biogem_series_diag_weather_Ca.res

in units of moles per year.

The system is closed with respect to organic matter, so that all POC is remineralised and re-
turned to the ocean. For this reason, the exchange of DIC between the ocean and the sediments
is equal to the exchange of Ca. i.e. the exchange of one mole of C is always associated with one
mole of Ca, as the system is only open with respect to CaCO3. Therefore the net flux of DIC
from ocean to sediments is equal to the difference between biogem_series_focnsed_CaCO3.res and
biogem_series_fsedocn_Ca.res.

The net flux of DIC into the ocean from weathering and sediments is therefore equal to weather_Ca
+ fsedocn_Ca - focnsed_CaCO3.

How can | change where the solute fluxes end up in the ocean?
ROKGEM routes all solute fluxes (from weathering) to coastal ocean grid cell, usinkji tfile to
determine the size of the drainage basins and the point at which they exit into the ocean. By default,
and when using the (standard) global average climate-weathering function ofRIOKSGEM
divides up the global weathering rate in proportion to the size of each drainage basin. A number
of major drainage basins drain into the North Atlantic and Arctic and this can bias North Atlantic
surface tracer (and particularly isotope) values in some cases (e.g. in the case of dissolved silica).
As an alternative run-off routing, an option is provided that scales the (Si) weathering flux
distributed to the ocean in proportion to the runoff from each drainage basin rather than simple area
(which has the effect of e.g. moving much of the excess solute input away form the Arctic). To
enable this, set:

rg_opt_weather_runoff=.TRUE.
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Data saving / model output questions

Why is the netCDF data saved at odd’ times?
There is a default sequence of points in time BEDGEM will save data at. These points are
specified in the filesave_timeslice.dat (which lives incgenie.muffin/genie—biogem/doﬂrou/inpu’r).18
This default sequence provides a useful generic starting point.

To specify different save points for an experiment:

1. Edit this file (not recommended).
2. Copy, or create a new file (with the same format). The file M@®GEM uses for saving

data is specified by the parameter:

bg_par_infile_slice_name=’save_timeslice_historicalfuture.dat’

(in the example of a historical/future relevant series of save points being requested).
Note that always, at the very end of an experiment, data is automatically saved regardless of
whether or not you remembered to specify a save point for the final simulated year.
Refer to the Chapter omuffin output.

How can | increase/reduce the amount (frequency/type) of data saved?
Refer to the Chapter amuffin output.

What the buck is 'convective cost’???
Convective cost — variablphys_cost in the 2D netCDF output, is the "column integrated ad-
justments per year". At each grid point, the number of convective adjustments — homogenization
steps of a portion of the water column — is summed. The results are presented as a frequency —
homogenizations per year by default.

Note that the homogenizations can occur between any number of layers, and anywhere in the
water column. Only the water column integral frequency is saved.

187s a default, the netCDfme-slicesare saved an annual averages, centered on these points in time.
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20.9 Forcings questions

Can | combine forcings together?
Yes ... but it is not quite as simple as in thger-configwriting:

# specify forcings
bg_par_forcing_name="worjh2.FeMahowald2006"
bg_par_forcing_name="pyyyyz.FRpCO02_Fp13C02"

in the example that you wanted to combine an atmospl@dic emissiondorcing with a surface
ocean dusforcing, because only the last parameter value in a list of multiple definitions is used. i.e.
the above is equivalent to just writing:

# specify forcings
bg_par_forcing_name="pyyyyz.FpC02_Fp13C02"

Instead, you need to create a new forcing (assuming the combined forcing you want does not

already exist):

1. Copy/rename one of the two individuakcing directories. This will be you neviorcing

name.

2. In the example above — if you have copied the directorystarjh2.FeMahowald2006,

you simply need to add in the specific atmosph@@, emissiondorcing forcing files con-

tained inpyyyyz . FRpCO2_Fp13C02, which are:

biogem_force_flux_atm_pCO2_13C_sig.dat

biogem_force_flux_atm_pCO2_sig.dat

configure_forcings_atm.dat
Note that more care has to be taken when combifongngsthat include the same phase of tracer,
i.e. atmosphere and atmosphere, or ocean and ocean. In this case, you need to opeunrtip-the
ure_forcings_*.dat file of oneforcing, and copy the tracer selection line (or lin€dp the equivalent
file in the newforcing directory.

Why does my ocean flux forcing does not do anything?

As always if you apply a flux forcing and nothing appears to happen, check:
1. The flux has not been scaled to zero ...
2. The spatial locations, where you expect the flux to be applied, and not on ighlb¢ation
is a land, not ocean point), or in the ocean crus) (6 ocean, but the layer chosen is deeper
than the ocean floor at that location).

3. That the model run, in time, overlaps with the time-dependent forcing information. e.g. you

might start a forcing at year 2010, but only run the model to year 2000 ...

Careful comparison, e.g. difference maps or simply looking at some global diagnostic output
provided as in the time-series data format, will confirm whether the impact truly is zero, or just
very small. If very small, your issue is mostly simply one of scaling and too small of a flux to make
much impact.

19These occur between a paid of tags:
-START-0F-DATA-
-END-OF-DATA-
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Why does my ocean iron flux forcing does not do anything?

Start by referring to above (general flux forcing question).

However,there is a special point of failure of a forcing, unique to the iron system, because there are
two different ways of representiriee andFe-related species ioGENIE.muffin

1.

In the basic, and original Fe scheme, there are three sperate tracers represented in the ocean:

Fe —tracer numbey9 — dissolved iron Il (Fe).

FeL —tracer numbe23 — ligand-bound Fe.
L — tracer numbeg4 — free ligand (iron binding).
In the forcing definition, a flux of Fe is selected in:
configure_forcings_ocn.dat
by:
-START-OF-DATA-
9 f £ 0.0 t t -1 01 01 01 ’[Fe]l’

-END-OF-DATA-
Associated with this selection, is a fiel of time-dependent information for the forcing:
biogem_force_flux_ocn_Fe_sig.dat
and dependent on the nature of the forcing, potentially also a file containing a spatial pattern
for the forcing, e.g.
biogem_force_flux_ocn_Fe_SUR.dat
Here: it is important to note that both file names contain the tracer short-fame:

. In a newer scheme, there are just 2 tracers:

TDFe - tracer numbed0 — total dissolved Fe.
TL —tracer numbe#2 — total dissolved ligand.
(and e.g. free iron is derived by assuming a equilibrium partitioning based on the total iron
and total ligand concentrations).

Why am | telling you all this? For example, configurations uss@0OGEM, use the newer (two
tracer only) representation of iron cycling, whereas in e.g. geoengineering exaBIQ&EM is
using the older three tracer representation. If you then wish to configfL&@GEM to use forcings
based on the geoengineering examples, you have to:

1.
2.

3.

Firstly, inconfigure_forcings_ocn.dat change the selected tracer number fr@ito 90.
Secondly, rename the time-dependent information file, and if present, the spatial file, chang-

ing theFe bit of the filename taDFe.
Lastly, the parameter in the user-config that scales the forcing (if used), has a name that ends
in the tracer number and needs to be changed, so rather than e.g.

bg_par_ocn_force_scale_val_9
you would have:

bg_par_ocn_force_scale_val_90

If you select a tracer number in thercingsthat does not exist in the ocean configuration you
are using, such as the 'wrong’ iron tracer — this is whyftireing appears not to do anything.
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@1 . HOW-TO (technical)

What follows are potted HOW-TO instructions for doing things, split
Into more technical installing and running the model (this Chapter) vs. con-
figuring experiments (next Chapter).

There is some overlap with the FAQ Chapter, so please read all three!
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HOW-TO ... get started with cGENIE.muffin

Find and Install muffin
See: Chapter 1.

Set up and analyse model experiments
See: Chapter 1. Also: subsequent tutorial chapters.

Do some thing dumb

Easy! Just close your eyes and change some parameter values at random. Better still, start using
the model without reading the manual first ...
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HOW-TO ... linux

Viewing directories; moving around the file system

When logging in, you always start from your 'nome’ directory. This is represented bybafore

the command promptj. At the command line prompt in linux, you can view the current directory
contents:

$ 1s

or for a more complete output:

$ 1s -1la

To go down a directory (e.g:genie_output) relative to where you already are:
$ cd cgenie_output

and to go back up oneiis:

$ cd ..

It is often safer/easier at first, if you need to change more than one directory level to do this in
stages. e.g. to changedgenie_output/exp0_modern_SPINUP, change tagenie_output (cd
cgenie_output) but then check that you are in the place you think you are and/or remind yourself
of the spelling of the next directory you need to change to by typing

You can always return to your home directory by typing:

$ cd
$ cd $HOME
(orcd )

Copying and moving files
To copy a filemyconfig tomyconfig_new, assuming you are in the same directory where both the
old file is and the new file will be:

$ cp myconfig myconfig_new

To movemyconfig to the cGENIE user-config directory, assuming you are in the directory
where the old file is but with the new file in a different directory, give the full path of the new
directory:

$ mv myconfig ~/cgenie.muffin/genie-userconfigs/LABS/myconfig
To renamenyconfig to useless_config:
$ mv myconfig useless_config

Creating directories
To create a directoryydirectory:

$ mkdir mydirectory
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Repeating command lines

You do not have to re-enter lines of commands and options in their entirety each time — by pressing
the UP cursor key you get the last command you issued. If you keep pressing the UP cursor key you
can recover progressively older commands you have previously entered. When you have recovered
a helpful line you can simply just edit it, navigating along with the LEFT and RIGHT cursor keys
(press RETURN when you are done).

Changing passwords!
The commangasswd Linux is used to change the user account passwords.
The usage can be as simple as:

$ passwd

You will then be asked your current password. And then the new one. (And then asked to confirm
the new one.)

Use impossible to guess passwords ... never shorter than 8 characters. Ideally, use a mix of both
UPPERCASE and lower case letters, numbers, and one or more 'special’ characters, suzh as:

&, *. But equally, make sure that you can remember the new password ...

vi

Thevi editor is a text-based editor that you use at the command line (i.e. it does not open in its own
window, nor have fancy menu items or icons to click). You uise to create/edit files, by typing:

$ vi FILENAME

whereFILENAME is the ... name of the file you want to ediir create.
You start in the 'command’ mode, in which you do not edit the contents directly, but instead
can access file and copy-paste operations such as:

e :g==quit

e :q! == no, really quit
e X == save and quit
e dd ==cutline

e p == paste

To start editing and e.g. inserting text, pressitkey.
To exit the editing mode and back to the command mode, pregsth@scape) key.

1The password can always be reset by the system administrator.
2Then make sure the file is present in the directory you are currently in, or provide a full path to the file (+filename).
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21.3 HOW-TO ... git
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HOW-TO ... install Ubuntu muffins

This is a brief guide to installingwuffin on Ubuntu. The example taken is for a genetibuntu
distribution version 18.04 LTS (’Bionic Beaver’) install that is fresh out of the box. For a more
established installation, fewer components may need to be installed. Different/fewer components
may also be necessary for an oldé#suntu distribution. ThenetCDCF installation procedure has

also ben tested ddbuntu 16.04 LTS and checks out A-OK.

Instructions are given step-by-step, although not all the components need be installed in this
order. In brief: required installation components includéré&ran compiler, agit client, netCDF
libraries. Note that the variousetCDF component version numbers are not the most up-to-date,
and newer can almost certainly be substituted (but not tested here).

Preparation

Get hold of a computer witkubuntu installed on it. Make sure you have plugged in the internet
connection. Log in. Get a strong cup of coffee.

Installation

1. gfortran [FORTRAN compiler]

sudo apt install gfortran

2. g++[C++ compiler]

And ... also theGNU C++ compilef:

sudo apt install g++

3. netCDF [graphics libraries]

These come rather inconveniently in 2 parts ... first@héraries need to be installed, and
then theFORTRAN libraries ....

The example is given for the most recent version of both libraries. For details/most recent
version, seehttps://www.unidata.ucar.edu/software/netcdf/

But first ... missing in the defaullbuntu 18.04 is them4 utility, which can be installed:

sudo apt install m4
and alsanake:
sudo apt install make

Now you are good to go ... First, we need install the mratCDF C libraries and then the
FORTRAN andC++ libraries that depend on ti@libraries. For the basi€ libraries:

wget ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf-4.6.1.tar.gz
tar xzf netcdf-4.6.1.tar.gz

cd netcdf-4.6.1

./configure --disable-netcdf-4 --disable-dap

make check

sudo make install

3This could probably be worked-around by editing some ofi4ies files ...
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Note that this installs the libraries in the default install location. Also disablgt@DF-4to
avoid added complexities of needing ldBF5 library built with zlib enabled (and hence the
zlib library installed) ...

Then ...muffin requiresnetcdf-cxx (legacy)C++ libraries fornetCDF that have since been
retired® and hence requiring a sperate/additional installation°stiést return back one di-
rectory level to where-ever you are downloading to and installing from):

wget ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf-cxx-4.2.tar.gz
tar netcdf-cxx-4.2.tar.gz

cd netcdf-cxx-4.2

./configure

make check

sudo make install

And ... then for thdFORTRAN netCDF libraries. (At this point — return back one directory
level to where-ever you are downloading to and installing from.)

wget ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf-fortran-4.4.4.tar.gz
tar xzf netcdf-fortran-4.4.4.tar.gz

cd netcdf-fortran-4.4.4

./configure

make check

sudo make install

NOTE: if for either or both libraries, you want them anywhere other than offiet-/1ocal,

you'll need to specify the installation directory, S®1DIR, and pass this to/configure
-prefix=${NCDIR}. And probably engage in additional unpleasantness.

Finally — if when runningnake testbiogem you run into issues, specifically: libraries that
cannot be 'found’, try forcing an update of the library link cache (the not found libraries may
be links to the 'real’ library and somehow this link is not working/found):

sudo ldconfig

[creates the necessary links and cache to the most recent shared libraries found in ... the file
/etc/1d.so.conf, and in the trusted directorieglib and/usr/1ib’]

. Xsltproc ['a command line tool for applying XSLT stylesheets to XML docurhents
sudo apt install xsltproc

Why do we eve need this? :(

. git [git client]
You'll need a git client:

sudo apt install git

dcpn i
See:link

5This version of the netCDF C++ library includes no changes since the 4.1.3 release, but is provided for back-
wards compatibility as a separate package. It was developed before key C++ concepts like templates, namespaces, and
exceptions were widely supported. It's not recommended for new projects, but it still works.’



322 Chapter 21. HOW-TO (technical)

6. muffin [the cGENIE.muffin code]
And finally, you can obtain the code.
NOTE: Recommended is changing directory to your HOME directen) @s the default
muffin directory settings assume this.

git clone https://github.com/derpycode/cgenie.muffin

7. python [python symbolic link]
If an actualmuffin experiment, rather than jusike testbiogem, does notrun, and e.g. in
resposne to:

which python

you get nothing (although you still get a responsejahon -V ofr type -a python), it
maybe that you need a python symbolic link. It might also then not hurt to install python2.7

sudo apt install python2.7
to install python2.7, and:
sudo 1n -s /usr/bin/python2.7 /usr/bin/python

to create a symbolic link from python —ython2.7

Obviously you aregoingto haw configuredmuffin andgot it runningfirst (see ng&t section)to
evenfind outwhetheryou needto muckaboutwith pythonor not ...

Configuring muffin

The version ofmuffin available from GitHub is configured with default environmental settings
that match the above instructions amdjuire no configuration changes. If not — there are several
environment variables that may needd changing — the compiler name, netCDF library name, and
netCDF path. These are specified in thedier .mak (genie-main directory). If themuffin code

tree (cgenie.muffin) and output directorydgenie_output) are installed anywhere other than

in your account HOME directory, paths specifying this will have to be editedidfer .mak and
user.sh (genie-main directory). If using therunmuffin. sh experiment configuration/launching
scripts, you'll also have to set the home directory and change every occurretgen@t . muffin

to the model directory name you are using (if different). (Installing the model code under the default
directory namedgenie.muffin) in your $HOME directory is hence by far the simplest and avoids
incurring additional/unnecessary pain (configuration complexity) ...)

Testing muffin

To test the code installation — change directorggenie.muffin/genie-main and type:

make testbiogem

This compiles a carbon cycle enabled configuratiomaffin and runs a short test, comparing the
results against those of a pre-run experiment (also downloaded alongside the model source code). It
serves to check that you have the software environment correctly configured. If you are unsuccessful
here ... double-check the software and directory environment settingsinmak (or user. sh)

and for anetCDF error, check the value of tieETCDF_DIR environment variable. (Refer to the

FAQ section for addition fault-finding tips.) If environment variables are changed: before re-trying
the test, you will need to type:
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make cleanall

That is is for the basic installation.
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HOW-TO ... install RedHat muffins

No specific example is given at this time fBeedHat ... refer to the installation instructions for
Ubuntu in Section21.4 Probably, not more installation will be needed. Ti®CDF requirements
are the same.
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HOW-TO ... install macOS muffins

This is a brief guide to installingwuffin on aMac.
(Also see the Sectio20.1FAQ (page290).)

To install themuffin release of cGENIE on a Mac you will need a number of software packages,
including Fortran, C++ and NetCDF. The best way to get hold of these is via a package management
system, such as Homebrew (https://brew.sh) or MacPorts (https://www.macports.org). This guide
is based on Homebrew, because it is slightly more user friendly than MacPorts, and is kept more
up-to-date with changes in the Apple operating system. (If you are already a MacPorts user, please
see SectiorRl.6).
1. First of all, you will need XCode, which can be downloaded from the app store, or here...
https://developer.apple.com/xcode/downloads
After installing XCode, it is necessary to enable command line tools, by entering at the com-
mand line...
xcode-select -install
2. Get Homebrew by pasting the following at the terminal command line...
/usr/bin/ruby -e
"$(curl -fsSL https://raw.githubusercontent.com/Homebrew/install/master/install)"
(all one line)
Next, type brew doctor’. This should tell you your system is ready to brew”. Ifit
doesn't, see Sectiazl.6
3. Install Fortran, C++, NetCDF and some other useful libraries at the command line (using
Homebrew) as follows:

brew install cmake
brew install gcc
brew install hdfb
brew install netcdf
brew install wget

4. Get hold of a current copy of thauffin code:
git clone https://github.com/derpycode/cgenie.muffin

5. Check your netcdf version number by enteningw info netcdf
This will return several lines, but the key one gives the netcdf path, and should look something
like:
/usr/local/Cellar/netcdf/4.6.1_2 (84 files, 6.2MB) *
(This was from my most recent install, with versioné. 1_2)
6. Finaly, adjust the cGENIE environment variables for your machine and netcdf installation by
editing
cgenie.muffin/genie-main/user.mak, Setting:
MACHINE=0SX
and

NETCDF_DIR=/usr/local/Cellar/netcdf/4.6.1_2
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to reflect your netcdf path (Step 5).

. To test the code installation — change directorygenie .muffin/genie-main and type:

make testbiogem

This compiles a carbon cycle enabled configuratiod@&ENIE and runs a short test, compar-

ing the results against those of a pre-run experiment (also downloaded alongside the model
source code). It serves to check that you have the software environment correctly configured.
If you are unsuccessful here ... double-check the software and directory environment settings
in user .mak (Or user.sh) and for a netCDF error, check the value of NETYCDF_DIR envi-
ronment variable. (Refer to the User Manual for addition fault-finding tips.) If environment
variables are changed: before re-trying the test, you will need to type:

make cleanall

That is is for the basic installation.

MacPorts
You are here because you have already installed MacPorts, presumably by following the instructions

here:

https://www.macports.org/install.phfou now have two options, either remove MacPorts entirely,
replacing it with Homebrew, or install the required packages through MacPorts and a number of
precompiled binaries.

Option 1: Remove MacPorts from your system... (fo be replaced by Homebrew)
1. Back up your system (i.e. using Time Machine).
2. To uninstall MacPorts, enter at the terminal;

sudo port -f uninstall installed

Then remove everything that is left from MacPorts:

sudo rm -rf /opt/local

sudo rm -rf /Applications/DarwinPorts

sudo rm -rf /Applications/MacPorts

sudo rm -rf /Library/LaunchDaemons/org.macports.x*

sudo rm -rf /Library/Receipts/DarwinPorts*.pkg

sudo rm -rf /Library/Receipts/MacPorts*.pkg

sudo rm -rf /Library/Startupltems/DarwinPortsStartup

sudo rm -rf /Library/Tcl/darwinportsl.0

sudo rm -rf /Library/Tcl/macportsl.0

sudo rm -rf ~/.macports

Note that thesudo command is inserted before the (i.e. remove) command in order to
enable the correct permissions.

You may now continue with your installation as described in the main text. You may have to
delete some files (usingado rm), as recommended yrew doctor.

Option 2: Install required packages through MacPorts and precompiled binaries...
1. First of all, synchronize your installation of MacPorts:

sudo port -v selfupdate

2. Then install Netcdf and related"€ and Fortran libraries at the command line using Mac-

Ports, as follows:
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sudo port install netcdf
sudo port install netcdf-cxx
sudo port install netcdf-fortran

3. Download precompiled fortran and"C€ binaries appropriate to your operating system (El
Capitan & Sierra, etc.) frorhttp://hpc.sourceforge.nelnstall as follows, amending the file
number to match your version of OSX (e.g. El Capitan & Sierra are associated with the 7.1
binaries).
cd ~/Downloads/
gunzip gcc-7.1-bin.tar.gz
sudo tar -xvf gcc-7.1-bin.tar -C /.
gunzip gfortran-7.1-bin.tar.gz
sudo tar -xvf gfortran-7.1-bin.tar -C /.

If your operating system is not listed here, you will either have to wait until it is, or install
Homebew.

Errors

Errors identified bybrew doctor’ are most likely associated with some incompatible files in your
software libraries, perhaps from a previous installation of MacPorts. Try to follow the suggestions
given to you by brew doctor’, deleting any problematic files (usinghdo rm to overcome any
permission issues). Note that you may wish to do a system backup first.


http://hpc.sourceforge.net
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Natively ... muffin does not compile under Windows. However...

Cygwin

So you want to rumuffin, but previous sage advice has failed to deter you from wanting to do it
on Windows... Well don't say we didn’t warn you, but it *is* possible to do — but only by cheating.
muffin is not able to run directly on Windows, but there are ways to *pretend* that Windows is
actually Unix and get it going anyway. But why oh why romuffin in Windows? Big runs are best
sent to clusters (which are invariably a Linux machine of some sort) where they can happily run in
native Linux and keep at it for ages. But maybe you want to tinker around with the model on your
own laptop a bit and do some short runs without bothering with clusters and queuing and the like.
Or maybe you don’t have access to a fancy cluster and want to play with a real earth system model
on your laptop anyway. Or maybe the normal way of doing it was just too easy for you...

The main method described here u€sgwin, which claims to “provide functionality similar
to a Linux distribution on Windows”. Alternatively, if you have Windows 10 you could try using
its new-ish Windows Subsystem for Linux (WSL) feature, which in theory means you can have
supposedly actual Linux on your Windows machine without having to do anything awkward like
dual-installation. However, it’s still a bit Beta, and when | last tried it put the requisite libraries all
over the place which was a faff. It may work better at some point, but for the moment proceed there
at your own risk (or do a better job than me).

Cygwin goes to pains to note that it only provides functionality similar to Linux, and isn’t
actually Linux or “... a way to run native Linux apps on Windows”. What this means in practice
is that you can't just take stuff compiled on a Linux machine, dump it on your Windows machine
and expect it to work vi&ygwin (or vice versa). But if you're coding and compiling stuff to run
within Cygwin then it basically acts the same. Just remember the golden rule: What Compiles In
Cygwin, Stays inCygwin.

We'll assume you don'’t already haygwin installed (and if you do, you may need to check
you've got all the packages you need anyway — skip to running the installation executable from
wherever you saved it). It's best to use this guide in parallel to the main muffin manual too (which
provides extra troubleshooting). Here goes:

1. Download Cygwin: Head towww.cygwin.comand click the link nameedetup-x86_64.exe
underinstall to download the executable (pick 64/32 bit depending on your system). Save it
— maybe addin@€ygwin to the name so you know what it is later — and then run it from your
downloads tab when it’s ready (it will also no doubt have a security popup; say yes, or this
will be a very short tutorial.)

2. Start Cygwin Setup: In Cygwin setup, sayNext to all the things [assuming you want to
install from the internet (rather than somewhere else?), use the default root directory (best
not change this), install for all users on your machine, and default local package directory,
& use system proxy settings for downloading]. It will ask you what mirror you want to
download from too — it doesn’t really matter where, | tend to go for somewhere local but they
should all be the same anyway.

6By Dr. David A. McKay <david.armstrongmckay@su.se>, tested May 2019, Jan 2020
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3. Select PackageshNext in Setup, it will present you with Select Packages to ins@&fgwin
doesn’t automatically come with every useful Unix package and library ever (as it'd be enor-
mous), so you have to go through the tedium of picking what you actually think you need
(and inevitably miss something). Here is what you'll need rfauffin install to work be-
yond the default Basics (find them using the search bar, then change the dropdown bit where
it says 'Skip’ to the latest non-test version number. Libraries for each package should be
automatically selected by this as well):

(a) gcc-core; gec-fortran; gcc-g++ — compilers for ¢, c++, & fortran for compiling the
model
(b) nano — a standard text editor (or your favourite Unix one, e.g. emacs or vim) So you can
edit

(c) git —for downloading/cloningnuffin (and updating it in future)

(d) make — for testing and installing the model

(e) Python2

() gambas3-gb-xml-xslt — needed for xsltproc

(9) Bc

(h) Anything else you fancy?

() Then click next for installation to happen
If you forget something, you can simply rerun the install executable and you can select new
packages and update old ones (NB this is the only way it updates, so you have to do this
occasionally anyway if you want any updates!)
NB-1: This how-to was most recently tested with Cygwin 3.1.2, downloaded/installed 22 Jan
2020.
NB-2: eagle-eyed readers may have noticed we didn’t men&d@DF here. There’s a good
(and annoying) reason for this, to be revealed shortly
NB-3: you may later findCygwin claiming some really core commands (like rm) is missing,
so cgenie won't compile. If this happens, uninstall and then reinStajivin from scratch...

4. Click Finish when Setup is done adding system icons if you want them

5. Launch Cygwin: Go find Cygwin Terminal (either from an icon or the Start bar) and launch
it — you should get a bash-like terminal popping up ready to go.

6. Download Netcdf: This is the other annoying step, in that netcdf should already be available
as a library via Cygwin but for irritating reasons (to do with naming, library locations, and
compilers) isn’'t properly recognised bguffin without some tiresome edits. So it’s a lot
easier just to download it yourself, install it exactly where you want it, andhteffin where
it is. Inelegant, but effective. If you'd prefer to make Cygwin netcdf work instead, then feel
free to have a go!

(a) Download the netcdf4 library from tmeuffin websiteand save it somewhere handy like
in your brand nevCygwin directory user area (something like C:\cygwin64\home\User)
where you can find it using theygwin terminal

(b) In Cygwin Terminal, navigate to where you downloaded the library to (using cd and
Is commands) and then unzip and untar (you may need to use a utility like pzip in
Windows 10), configure, and install the libraries with the following code:

tar -xzf netcdf-4.0.tar.gz


http://www.seao2.info//cgenie/software/netcdf-4.0.tar.gz
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cd netcdf-4.0
./configure --disable-shared --prefix=${HOME} FC=gfortran CC=gcc CXX=g++

# N.B. no new line here. This will also take a while...

make check

#this checks1etCDF. All the tests should pass. If not, then try again...
make install

#this installsnetCDF. It should finish with a congratulations. If not, then try again...

The key thing here is making sure we use *exactly* the same compilers that installing
cGENIE will use to make sure it all matches up. Also note that this is an older version
of netcdf with both ¢ and fortran libraries combined — this is to make life simpler here,

and still works fine

7. Downloadmuffin: In Cygwin Terminal navigate back to your Home directory (where you
started) and run the following code:

cd .

git

clone https://github.com/derpycode/cgenie.muffin.git

This clones the entire current cGENIE.muffin repository from github to your computer via
Cygwin. Magical!

8. Configure cGENIE settings: Before installing, we need to edit a bit of code to tell cGENIE
where we put netcdf. There are 2 files to edit:

(@)
(b)

(©)

Type:cd cgenie.muffin/genie-main to go to the maimuffin directory

Type: nano user.mak in your Cygwin terminal to edituser.mak — at the end of the
file, the netCDF path will need to be changed because we've put netcdf somewhere
different (your home user area) to what it's expecting. Change:

NETCDF_DIR=/usr/local

to:

NETCDF_DIR=$ (HOME)

and make sure this line is the same:
NETCDF_NAME=netcdf

To do so, move to the line with your keyboard arrow keys, type it in, and save on exit
(in nano, press ‘Ctrl-X’ to exit and then 'y’ to save changes or ‘n’ to not, then hit enter)

Now type: nano makefile.arc in your Cygwin terminal to editmakefile.arc— to-
wards the end of the file, under the heading:

# === NetCDF paths ===

uncomment the line under (i.e. remove the # in front):

### FOR COMBINED C+FORTRAN NETCDF LIBRARIES #######

and comment the 2 lines under (i.e. add a # in front):

### FOR SEPERATE C AND FORTRAN NETCDF ###

S0 as to select, combined, rather than separate, netCDF libraries. Save and exit.
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9. Test muffin: now we need to cheakuffin is working.
(a) First, make sure you're still in the directory cgenie.muffin/genie-main (type Is to find

(b)

(©)

out). Then enter:

make testbiogem

After a whole bunch of text happens and time passes, you should get:
**TEST OKx**

If not, try:

make cleanall

and then try again. If that doesn’t work, see the faliffin manual FAQs for pointers,
or check the earlier steps witbygwin packagesnetCDF, andmuffin configuration
worked properly

To see if it works for a proper model run, in the directory cgenie.muffin/genie-main,
nano makefile.txt, find the section entitled “CLEANING RULES” and delete the
leading backslashes in front of the four rm commands in this section, so those lines look
like the following, and save the results.

rm -f ...
Try out the following code to run a real experiméent

./runmuffin.sh cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_0.EXAMPLE 10
with the command structure following:

./runmuffin.sh #1 #2 #3 #4 (#5)

#1 : The base config. Here it is: cgenie.eb_go_gs_ac_bg.worbe2.BASE

#2 : The user config directory. Here it is: LABS

#3 : The user config file (i.e. the experiment name). Here it is: LAB_O.EXAMPLE.

#4 : Run the experiment for X years. Here it is: 10

#5 : The (optional) restart file. Here there is no restart, so no 5th parameter passed

You should see code compiling, and then after a while some results start appearing.
After 10 model years (a few minutes), the model should save and finish, and you can
find the outputs irtgenie_outputs in your Home directory.

10. Successlf you've made it this far, congratulations, you now havimgffin running on your
Windows machine! Remember that big runs will take a long time though, so beyond tinkering
and short runs be prepared to leave your computer running for a lonnnng time. But on the
upside, no queuing required!

"no new line
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runmuffin.sh options

Submitting jobs with Grid Engine

For submitting jobs usin§un Grid Engine (SGE) on a cluster, a basic commahaould look like
this:

$ gsub -S /bin/bash runmuffin.sh <options>

Here: the-S /bin/bash part is to ensure th&GE uses théASH shell to submit the job because
this is the language thatnmuffin. sh has been written in.

Take care that the installdORTRAN compiler can be seen by the cluster nodes. If not, the
muffin executable must have already been built prior to submitting a job. The easiest way to do this
is to runmuffin interactively briefly (e.g., with a run length of just a couple of years or kill it) and
then submit the full run to the cluster.

Other useful submission options 8GE:

e To redirect the standard output stream:

$ gsub -o genie_log ...

e To redirect the standard error stream:

$ gsub -e genie_log ...

e To merge standard output and error streams into standard output:
$ qsub -jy ...

e To specify particular resources, such as the nodes with 8 GB of RAM:
$ gsub -1 mem_total = 8.0G ...

¢ To decrease the priority of a j8b

$ gsub -p 1 ...

e To submit a job from the current working directory:

$ gsub -cwd

e Request an email is sent when the job starts and/or when it finishes — see the main pages
for gsub for the required syntax).
e A complete example for thé&omino UCR clusters would be:

8With a different queue management environment it may be necessary to place thereathiéfin.sh together
with its list of parameters into an executable shell, and submit that instead.
9The default priority is 0. A lower priority has a higher value ... !
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$ gsub -q dog.q -j y -o cgenie_log -V -S /bin/bash runmuffin.sh
cgenie.eb_go_gs_ac_bg.worjh2.ANTH / EXAMPLE.worjh2.Caoetal2009.SPIN 10000

which merges standard output and error streams and redirects the resulting file to the directory
~/cgenie_log. Note that to redirect output as per in this particular example, the directory
“cgenie_log MUST be present. | have no idea what happens if it is not ... but it can’'t be
good ;)

You can check the status of t&&E job queué® with the command:

$ gstat -f

and you can kill a job with thgdel command, the job numbers being given bydkeat command.

10pepending on the cluster setup, it may be possible to graphically check what is going on via the www.
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HOW-TO ... re-start muffins
Modify the ocean inventory of a tracer of a re-started experiment

There are three different ways in which for a closed system, the inventory of a tracer can be modi-
fied:
1. Add a flux forcing, to the ocean surface or the ocean as a whole. The tracer change is then
the total global flux times the duration of the forcing. Note that the forcing can be positive or
negative (to effect a decrease in the tracer inventory)

2. There is a parameter that add to or subtract from, the tracer inventory at the very beginning
of an experiment (and assuming it is running on fromeatar). The parameter name is
bg_ocn_dinit_nn, wherenn is the tracenumber(which can be found in the parameter list
table PDF, or by inspection of the fiteracer _define.ocn (for ocean, dissolved tracers) in
the directorycgenie.muffin/genie-main/data/input. For example:
bg_ocn_dinit_8=1.0E-6
will add 1 uM kg~! of PO, (#8 is the tracer number of dissolved phosphate), uniformly to
the ocean. Note that a negative value will result in the subtraction of a uniform concentration
form every grip cell in the ocean (meaning that care has to be taken to ensure that negative
numbers to not appear following subtraction).

3. There is a variant to the concentration adjusting parameter that is enabled by setting the
parameter
bg_ctrl_ocn_dinit to false (it is true by default). bg_ocn_dinit_nn now acts as a
scaling factor that is applied to the tracer concentration field. The new concentration field is
equal to the old concentration field (from treestarf), times(1.0 + bg_ocn_dinit_nn),
e.g.:
bg_ctrl_ocn_dinit=.false.
bg_ocn_dinit_8=0.5
will result in a 50% increase in the concentration of dissolved phosphate everywhere in the
ocean (and a value df.0 doubles concentrations). Conversely, a value less than one will
result in a proportional reduction everywhere, e.g.:
bg_ctrl_ocn_dinit=.false.
bg_ocn_dinit_8=-0.2
generates a 20% decrease everywhere.
Obviously, if the experiment is not being run from a re-start, or is being run from a re-start which
does not include the particular tracer, then the initial value of the trace can be set. The parameter
name isbg_ocn_init_nn, wherenn is the tracenumber
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C22. HOW-TO (experiment)

What follows are potted HOW-TO instructions for doing things, split
into more technical installing and running the model (previous Chapter) vs.

configuring experiments (this Chapter).

There is some overlap with the FAQ Chapter, so please read all three!
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22.1 HOW-TO ... diagnose how the system works

This HOW-TO will:

1. Implement a (single-tracer) water mass age tracer.
2. Implement a (dual-tracer) water mass age tracer. (Old scheme.)
3. Implement 'preformed’ and other diagnostic biogeochemical cy¢iazers.
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Add a water mass age tracer

To diagnose water mass age, a single diagnostic tracer is requirad eolr (tracer number 48).
Once selected (in thease-confily you only then need skfuser-confiy;

bg_ctrl_force_ocn_agel=.true.

The time-series output appears as filegem_series_misc_col_age.res. 3D netCDF output is
provided via the variablaisc_col_Dage (‘color tracer; ventilation age’) with units ofr.

The way it works is that initially the ocean everywhere has zerd.agen each time-step,
the water in every interior (excepting those at the surface) ocean grid cell is aged by the time-step
duration. The ocean surface is continually restored to zero (age)-sfartage distribution can be
directly re-started from.

The advantage of this simplified age tracer (other than its simplicity!!!) is that it frees up the
numerical 'blue’ tracer for othguurposes.

L(bg_ctrl_force_ocn_agel to distinguish it from the earlier schemieg( ctrl_force_ocn_age) that required 2
tracers.

2Hence, the total spin-up time needs to exceed the maximum age, for an ocean circulation at steady-state, or a run
duration a factor several times this fosgin-upfrom cold.
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Add a dual-tracer water mass age (original, more complicated schemes)

[Note that this is pretty much entirely superseded by the previously-described, single-tracer alter-
native.]

Water masses (and hence something of ocean circulation) can be tagged with a color (dye) tracer.
However, on its own, this can tell you nothing about water mass age. A second color tracer can be
added, however, and configured in such a way that by analysing the ratio of the two tracers, water
mass age (time since a parcel of water last saw the surface ocean on average).

First off, you are going to needlmse-confighat defines both color tracers. An example of this
(but with no biology or carbon cycle and a modern configuration) is:

cgenie.eb_go_gs_ac_bg.worjh2.rb

Obviously, this can be adapted or the 2 lines selecting the red’ and 'blue’ color tracers, copied over
into a differentbase-configbut remembering that the total number of ocean tracers selected then
increases by 2).

The way this is going to work is:

1. A restoring of red dye is applied evenly to the entire ocean surface. By itself, this will
simply result in the ocean progressively filling up with dye until equal to the surface concen-
tration and with no time information.

2. So a blue dye is also injected. The concentration of this is also restored at the surface.
However, the surface concentration of the blue dye is scaled such that it reflects age in the
model experiment. This counts 'down’, such that at the start of the experiment the dye is at its
highest concentration and hence representing the greatest amount of time (age). As the run
progressive and time runs towards zero, so does the dye flux. i.e. for for an experiment run-
ning for 10,000 years, the concentration of blue at the surface linearly declines from 10,000
to 0.

Or alternatively:

3. So far, even with the blue dye reflecting 'time’, remote parts of the ocean will not have
received much dye, so even though the water should be 'old’ and the surface concentration
high, the concentration and hence 'age’ in the deep ocean will still be low. So the red dye is
used to normalize for the dispersion and dilution of the blue dye.

Water mass age tracing can be configured quite simply, and with the tracer concentration ma-
nipulations carried out automatically, as follows. Base-confidile with both red and blue color
tracers defined is still required, but rather than have to define and use d@eimgs(and associ-
ated forcing configuration), a single parameter is added inslee-confidile:

bg_ctrl_force_ocn_age=.true.

This will automatically create the age tracer and additional explicitly output (in netCDF) both the
total age of a water parcel, as well as the age relative to the surface (ventilation age).

In this methodology, in the netCDF output, the concentration ratio of blue/red, should be 'age’
— the mean time that a parcel of water was last at the surface.

In comparison, in the original (and still valid way of implementing water mass age tracing), 2
surface oceaforcingsneed be specified in order to create the combined age tracer. An example
forcing is provided:forcing: pyyyyz.Rcolr_Rcolb, which is then configured, for a 10,000 year
run in this example, by adding the following 2 parameter settings inisee-config

bg_par_ocn_force_scale_val_49=10000.0
bg_par_ocn_force_scale_time_49=10000.0
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(If the experiment duration is longer than 10,000 years, the parameter values need be adjusted
accordingly.)
Exampleuser-confidfiles for both approaches are provided:

EXAMPLE.wor jh2.NONE_age.SPIN
EXAMPLE.wor jh2.NONE_colage.SPIN

Note that the automatic approachX4MPLE.worjh2.NONE_colage.SPIN) will handle experi-

ments started from ge-start (but not for the manual approach). The only advantage to the manual
approachEXAMPLE.worjh2.NONE_age.SPIN), which is provided for backwards code/experiment
compatibility, is that it is possible to specify a surface age for a specific region, e.g. North Atlantic,
meaning that the ventilation age is the time since a parcel of water last saw the North Atlantic rather
than anywhere at the surface (as in the autonatjiroach).
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Include ’preformed’ tracers

Preformed tracers are selected viasgr-confignodifications:
1. By setting the parameter:

bg_ctrl_bio_preformed=.true.
2. By including sufficient/appropriate 'color’ (numerical) tracers in llase-config

A total of 10 generic 'color’ tracers are defined and can be selected (ibabke-confiyy from
io_col0 (tracer number #57) througi_col9 (tracer number #66), and with the preformed tracer
parameter setrue, represent:

Ocean tracer number Mnemonic Represents the preformed versiontcddbe

57 io_col0 DIC

58 io_col1l ALK

59 io_col2 O,

60 io_col3 PO,

61 io_col4d NOs

62 io_cols  Fe(i.e. Fe*") or TDFe

63 io_col6 SiIO,

64 io_col7 o%C of DIC

65 io_col8  AMC (of DIC) or 63C of Csoft
66 io_col9 Csott

(Obviously, you need to have the respective ocean tracer selected.)
One can have a genefiimse-configwith all 10 possible color tracers selected, and then only
for the selected corresponding tracers will a preformed tracer be simulated and output generated.
Or one can just select the specific color tracer corresponding to a selected biogeochem. tracer.
For theCqo ¢t tracer, in addition to the option:

bg_ctrl_bio_preformed=.true.
you also need to ensure that the redox diagnostics aresaved
ctrl_bio_remin_redox_save=.true.

You can also specify whether ti&g; tracer contains just the carbon remineralizated from
POC, or from bothPOCandDOC. By default,DOC s included in the& s, ¢; tracer field. To exclude
DOC from the regenerateldIC field, set:

ctrl_bio_preformed_CsoftPOConly=.true.

(by default the parameter false andDOC is also included in accounting for remineralization).
Additionally, if io_co18) is selected and radiocarbon (eig._DIC_14C) is not, then thed'°C
of Csoft is accounted for

Preformed tracer output is saved in both time-series and time-slice form.

3Unless you select a data save option that already includes this. But safest is to explicitly set¢his
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¢ In addition to the standard tracer outpubiegem_series_ocn_colx.res (wherex is one of 0
through 9) — time-series output is also saved under the filegiern_series_diag_pre_yy.res,
whereyy is the preformed tracer short name.

For isotopes, the latter output provides values in units of per f) @s well asmol. (The
former, only agnol and concentrations.)

e netCDF output also includes the basic tracer values (as both 2D and 3f2h-colx.res
(wherex is one of 0 through 9), and additionally, a series of (3D only) outpditgy_pre_yy,
whereyy is the preformed tracer short name. For isotopesy_pre_yy variables are in units
of per mill %o).#

i.e. for both time-series and time-slice output, theg_pre forms of output are the recommended
ones.

Note that technicallyCso ¢t is not a 'preformed’ tracer but rather a 'remineralized’ tracer. However,
for easy of grouping the primary color tracer output together, ti takes the same prefix as the other
tracers in the saved variabietation.

A variety of 'derived’ output are also included (depending on tracer selection) intimo#aseries
andtime-sliceformats. Most (if not all) of theime-seriesvariables are provided as a sort of check
of tracer integrity (and to save on further processing.)

time-series :
1. diag_reg_13Csoft — 313C of Cso 1t
2. diag_reg_13CsoftPLUSpre 13C — 63C of Cso 1t plus 513C of preformedDIC.
In the absence a€aCQ;, this should be equal to (mean oce@aiL 5'°C.
3. diag_reg_CsoftPLUSpreDIC — Cso 1t plus preformedIC.
In the absence a2aCG;, this should be equal to (mean oce8iL.
4. diag_reg_0O2PCsoftPLUSpreO2 — Cgo ¢ CONverted to respire@, via theC : O, Redfield
ratio, plus preforme@®,.
This should be equal to (mean oce&y)
5. diag_reg_PCsoftPLUSprePO4 — Cgo 1t cONVerted to regenerat&D;, via theC : PO4 Red-
field ratio, plus preformedPQO;.
This should be equal to (mean oce&);.
time-slices :

1. diag_reg_O2sat — Oysa) — O2 solubility calculated at every grid point using ambient
(T.9.
2. diag_reg_AOU — AOU — estimated fronDy sy minus real’O; (1i0_02).

3. diag_reg_AOU_P — regenerate® — estimated fronAOU multiplied by theP : O, Red-
field ratio.

4. diag_reg_AOU_P_C — regenerate — estimated fromAOU multiplied by theP : O,
Redfield ratio and then the: P ratio.

5. diag_reg_AOU_P_C_d13C — regenerated'3C — estimated fror\OU multiplied by the

“Note that thed'3C of Cso+t is the isotopic value of the remineralizedrbon, not the contribution #6C of DIC.
See following section.
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10.

11.

12.

13.

14.

P : O, Redfield ratio and then th@: P ratio and then multiplied by*3C of (overlying
ocean) exporPOC... to the moon!

The isotopic value is 'diluted’ in the proportion of regenerafzdverDIC. i.e. it is an
estimate (fromAOU) of the DIC 5*3C contribution from respired carbon.

diag_reg_OU —'real’ oxygen utilization QU) — calculated as preforméab minus ‘real’
0O (i0_02).

. diag_reg_P —'real’ regenerate® — calculated as actuRlO, (io_P04) minus preformed

P.

diag_reg_P_C — regenerate€ — estimated as regeneratBdmultiplied by theC : P
Redfield ratio.

diag_reg_P_C_d13C — regenerated'3C — estimated from regenerat®dmultiplied by

theC : P Redfield ratio and then multiplied by-3C of (overlying ocean) expoROC,
The isotopic value is 'diluted’ in the proportion of regeneratzaverDIC.

diag_reg_C — regenerate@ — this is a simple copy of th€¢; tracer for completeness
and is real’ regenerated.

diag_reg_C_d13C — regenerated*3C — perhaps a little pointlessly ... estimated from
(real’) regenerate@ (akaCsott) multiplied by 8*3C of (overlying ocean) expoROC.
The isotopic value is 'diluted’ in the proportion of regeneratzdverDIC.

diag_reg_d13C — regenerated*3C — this is simply theCso ¢ 613C tracer but, 'diluted’
in the proportion of regenerat&loverDIC. i.e. it is an explicit (and 'real’) measure of
the 63C contribution of respired carbon @IC.

diag_reg_DIC — DIC (not really regeneratedder s§ — calculated as the sum of pre-
formedC plus regenerated@.

This is provided as a simple 'check’ on the tracers, and in the abse@z08, should
be equal to realDIC (io_DIC).

diag_reg_DIC_d13C — 6*3C of DIC (not really regeneratedder sg — calculated as the
weighted sum of preformed plus regenerate@ 6*C.

This is provided as a simple 'check’ on the tracers, and in the abse@z0g;, should
be equal to 'realDIC 6*3C (io_DIC_13C).
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Diagnose a Transport Matrix

The physical circulation iimuffin can be diagnosed as a Transport Matrix: a representation of
the steady-state average circulation as a sparse matriK(sgevala et al. [2005] Accelerated
simulation of passive tracers in ocean circulation models. Ocean Modelling. 9 (1), pp. 51 - 69).
There are a number of advantages of using a transport matrix such as finding preformed tracer
distributions and using it as a surrogate circulation for a steady-state biogeochemical model (see
Khatiwala [2007] — A computational framework for simulation of biogeochemical tracers in the
ocean. Global Biogeochemical Cycles. 21 (3), GB3001).

At its most simplest, the method sets a passive tracer (i.e., affected by ocean circulation only)
to 1 umol kg™t in a single grid-box, leaving every other grid-box agifol kg~t. The model is
then integrated for a single timestep. The whole grid is then vectorised, i.e., grid-boxes are stacked
on top of each other, and this forms one column of the matrix. This process is repeated for the next
grid-box along forming the second column. The columns of the matrix represent the distribution of
the tracer from each grid-box individually after one timestep. To diagnose a matrix within GENIE,
a few extra steps are taken: 6 tracers are used in a gridded pattern to diagnose one depth level
simultaneously; each depth level is diagnosed and averaged in a year in turn as the number of
grid-boxes affected by convection is not predictable.

Diagnosing within a GENIE run
A full matrix can be diagnosed within a single run. To do so, first add the following six "colour"
tracers selected to thmse-confidile:

gm_ocn_select_57=.true.
gm_ocn_select_58=.true.
gm_ocn_select_59=.true.
gm_ocn_select_60=.true.
gm_ocn_select_61=.true.
gm_ocn_select_62=.true.

(and remembering to increase the total number of selected ocean tracers).
Then in theuser-confidile, set the following parameters values in order to diagnose a transport
matrix:
1. By ensuring preformed tracers are not implemented:
bg_ctrl_bio_preformed=.false.

2. Select the transport matrix flag:
bg_ctrl_data_diagnose_TM=.true.
3. Select the year to start diagnosing the matrix. The matrix requires the same number of years

to diagnose as there are depth levels in the configuration, e.g., 16 years with a 16-level con-
figuration.

bg_par_data_TM_start=9980

4. Select the averaging interval. Setting to 1 will give one annual average matrix, 4 will give
four seasonally averaged matrices and 12 will give monthly averaged matrices.
bg_par_data_TM_avg_n=1

There are also a few other things to consider. The model will try and warn you...

e The "colour" tracers are used for other purposes such as preformed tracers. Diagnosing pre-
formed tracers at the same time probably isn’t a good idea.
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bg_ctrl_bio_preformed=.false.
¢ If you want to diagnose seasonal or monthly matrices, ensure you have seasonal variability
otherwise you get will get a number of identical matrices:

ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.

¢ If you want to diagnose seasonal or monthly matrices, you may want to save other output
at the same intervals by setting the following (this is not the same as the matrix averaging
parameter! Set to 24 for seasonal or 8 for monthly):

bg_par_data_save_slice_n=24

Lastly, biogem needs to run with a 1:1 time-step ratio wigoldstein You can either edit the
runmuffin.sh script yourself or better, use th@nmuffin.TM. sh script which sets this ratio to 1
automatically.

The transport matrix data will be written to a netCDF file nameansport_matrix_C00.nc
in the biogem outputdQ0 stands for the specific format of the sparse matrix). See the next sections
on what to do with it...

Loading the Transport Matrix in MATLAB

To load the Transport Matrix into MATLAB, copyransport_matrix_C00.nc to a directory
MATLAB can see. Use th@oad_genie_matrix.m Script fromwww.github.com/derpycode/
muffindata/Transport_Matrix to read the file and create the matrixNtATLAB and save the
matrices to a file whatever you specified. A matrix is conventionally callétithere are multiple
matrices, they are saved under one fildAsA2 etc... e.g.

load_genie_matrix ( ’transport_matrix_C00.nc’ , ’output_filename’)
The script also saves a file calledtrix_vars.mat containing metadata:

1. v_index - a structure array with 4 vectors containing the indices for longitagleldtitude
(3) and depth ¥ with 16 as surfacerk with 1 as surface). These are required to convert
between a 3-D grid to vector formats (see below).

2. nb - the number of wet grid-boxes

3. IbandIi - indices containing the location of the surface and interior ocean grid-boxes in the
matrix

You should perform a basic check on the transport matrices before using them to check there
were no issues in diagnosing them. Each row of the matrix must sum to 1.0 to ensure mass conser-
vation. In practice, due to the way the matrix is averaged over a single run, this is never exact but
should be close within several decimal places. Runsing(A,2) will find the sum of each row.
sum(sum(A,2)) should also equal the total number of boxes Hopefully, it should be obvious
that the circulation should be as close to steady state as possible in your run!

Useful MATLAB Functions

Additional MATLAB functions to help process and use transport matrices can be founds at
github.com/derpycode/muffindata/Transport_Matrix.

1. v2f .mandf2v.m - convert between vector and 3-D grid. Takes the vector indicesiindex
as arguments.

2. read_genie_netcdf.m - reads one or multiple variables from a genie netCDF output file
into your MATLAB workspace. It will read in a 3-D field or convert to a vector format.
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3. split_transport_matrix.m - splits a transport matrix into a boundary (surface grid-boxes
only) and interior matrices, needed when solving for steady state solutions. The function
takes thelb variable as an argument.
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22.2 HOW-TO ... screw with the climate system
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Set/un-set seasonal insolation forcing

Seasonal insolation forcing of tieMBM , GOLDSTEIN ocean, and sea-ice model, are set by the
following parameters

ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.

and are. true. by default. To set an annual average insolation forcing with no seasonality, simply
set these tofalse.

SThese are typically set in tHese-configf needed (i.e. different from default).
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HOW-TO ... orbit

Note that the original muffin code of calculating the time-varying (orbitally-driven) seasonal inso-
laton (and indeed, annual average insolation) was incorrect (although for low eccentricity orbital
such as modern (and LGM), the impact of the incorrect code was relatively small).

To preserve full backwards compatibility, in tineuffin release, the corrected code is not se-
lected by default (see below). Only corrected code (and no full backwards compatibility) will
appear in a future code release.

Below are instruction for using the new code for either a static (fixed) orbital configuation (1),
or time-varying orbital paramete(g).

1. Specifying a fixed orbital configuration

The parameters and their modern values to prescribe a fixed orbital configuration are:

ea_opt_orbit_old=.false.
ea_par_orbit_osce=0.0167
ea_par_orbit_oscobl=0.409093
ea_par_orbit_osclonperi=1.796257

which specify, respectively:

new orbital radiative code flag

eccentricity

obliquity (in radians)

true longitude of perihelion (in radians)

To specify an alternative (different from modern) orbital configuration, such as for the the last
glacial maximum (21 k&) you would add to theser-config
ea_opt_orbit_old=.false.
ea_par_orbit_osce=0.018994
ea_par_orbit_oscobl=0.4005
ea_par_orbit_osclonperi=1.9970

For comparison, the mid-Holocene (6 ka) parameteriset

® ca_opt_orbit_old=.false.

® ca_par_orbit_osce=0.018682

® ca_par_orbit_oscobl=0.4207

® ca_par_orbit_osclonperi=0.0152

The new orbital radiative forcing code (flagged wéth opt_orbit_old=.false.), available
since cgenie.mufficommit 7ab755e calculates the daily mean amount of insolation at each lat-
itude using input for the three canonical orbital parameters. In an older version, other parameters
(below) were needed as input which required the user to convert the parameters offline to a differ-
ent format. The older version also contained some incorrect equations. Using the old (incorrect)
orbits code is NOT RECOMMENDED but an option is available to use the old code in case anyone
wishes to recreate previously run simulations.

6Taken from:PMIP2experiment boundary conditions.
"Taken from:PMIP2experiment boundary conditions.
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The old parameters and default values are:

ea_opt_orbit_old=.true.
ea_par_orbit_osce=0.0167
ea_par_orbit_oscsob=0.397789
ea_par_orbit_oscgam=1.352631
ea_par_orbit_osctau0=-0.5

which specify, respectively:

old orbital radiative code flag

eccentricity

sine of obliquity

mean longitude of perihelion (in radians)
date of perihelion from January 1st @ays)

Specifying time-varying orbits

For model simulations over long timescales you might want to consider the effects of changes with
time in the astronomical forcing. In this case, the amount of daily mean insolation at each latitude
can vary as a function of eccentricity, obliquity and (climatic) precession, as opposed to under a
fixed insolation pattern. Such transient forcing can be applieduiffin by adding the following

set of parameter settings to thser-confidile:

# Flag new orbit code

ea_opt_orbit_old=.false.

# Call orbit_radfor: Applies astronomical forcing

ea_38 = "y"

# Specify the type of orbital forcing: 0 (default), 1 (time-varying)
ea_39 =1

# Number of data points in orbits file

ea_40 = 1001

# Interval between data points in units of goldstein time steps
ea_41 = 96000

# filename for orbital parameters

ea_42 = "orbits_La2004_1Myr_new.dat"

In this specific example, a fileorbits_La2004_1Myr_new.dat is specified, which provides the
astronomical solution for the past 1 million year based on the astronomical solutioaskér
(2004) in time-steps of 1,000 yedtsFor 1 million year in time-steps of 1,000 years, there are
1,000,000 / 1,000 = 1,000 data points (+ 1 for year zero) = 1,001 data points total. The value of
parameterea_40 needs to be set equal to this value, i.e. prescribing how many data points are
present in the file specified ya_42.

The file contains four columns for, respectively, time, eccentricity (osce), obliquity (oscobl), and
true longitude of perihelion (osclonperi) — consistent with those of the fixed orbital configuration
described above. Note that the file containing the astronomical solution is read in reverse order, i.e.
from the bottom to the top. Thus, for filebits_La2004_1Myr_new.dat, the values for eccentricity
and obliquity used for the first 1000 year of the simulation, are 0.03576 and 0.41239, corresponding
to the astronomical solution 1 million year ago.

8The data filedat can be found in sub-directorgenie-embm/data/input
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To change the time slice that you would like to simulate (for example from 500 ka to recent),
simply copy the astronomical solution into a new text file and remove the last 500 lines so that the
simulation begins with the solution at 500°%a

The value for parametesa_41 depends on the resolution of the model that is used. By default,
for a 16-level ocean circulation model configuratiomyffin employs 96 time-steps per year in the
GOLDSTEIN ocean circulation model component. When the astronomical solution is provided
as one orbital value per 1000 years, this equates to ¥@®= 96000GOLDSTEIN time steps.

For lower resolution configurations afiuffin, GOLDSTEIN may be operating on 48 time steps
per year, which means that_41 need to be changed to 48000 (when the astronomical solution is
provided 1000 year timsteps).

Important. When using one of the paleo configurationsnaffin defined in thegenie-paleo
directory, the file containing the astronomical solution must be present in that directory. For all other
configurations, the file lives igenie-embm/data/input. A warning message will be generated and
themuffin will exit if the file is not found in the correct directory.

Here too, an option is included to use an old (incorrect!) version of the orbits code. Using
the old orbits code is NOT RECOMMENDED but an option is available to use it in case any-
one wishes to recreate previously run simulations. To do so, use the parameters as above but set
ea_opt_orbit_old=.true. and apply the old orbits fileorbits_La2004_1Myr.dat . The old orbit
input file requires FIVE columns of input parameters, for respectively: time, eccentricity (osce),
sine of obliquity (oscsob), mean longitude of perihelion (oscgam), and date of perihelion (osctau).
The values for oscgam and osctau need to be calculated offline from the true longitude of perihelion
(see Berger, 1978).

9Don't forget to update parameter ea_40!
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Implement ’brine-rejection’

muffin has the capability to include this effect (at least crudely) and similarlgdottes et al.
[2010]. For this, three namelist parameter values need to be set:

bg_ctrl_force_GOLDSTEInTS=.TRUE.
bg_par_misc_brinerejection_frac=0.1
bg_par_misc_brinerejection_jmax=9

The first, simply allows th@IOGEM biogeochem. module to directly influence ocean circulation.
The second is the fraction of salt, rejected during sea-ice formation (e.@psttes et al[2010])
that is transferred directly to the bottom-most (underlying) ocean cell in the model. The third sets
a latitude limit (counted in cells) to the effect — on ax488 grid, a value of 9 will restrict brine
rejection to the southern hemisphere (and hence Southern Ocean); a value of 18 will allow it to
take place in the North Atlantic as well. (Note that in e§outtes et al.[2010], the effect of
brine-rejection is considered only in the Southern Ocean.)

There is also option for treating all tracers the same way (including DIC ALK, PO4, etc.) and
translocate biogeochem. tracers proportionally to salinity
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Add/modify geothermal heating’
(see:HOW-TO ... force the systgm
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22.3 HOW-TO ... iron (and dust)

This HOW-TO will:

1. Provide an overview of the different marine iron cycle schemesuiffin.

Describe the different options for tracers describing the main players in marine iron cycle.
Detail the various calibrated parameter sets.

Describe alternative ways of prescribing the solubility of iron in dust.

Introduce ... fake dust(!) (for paleo configurations).

Describe other sources of dissolved iron todhean.

oakwN

Overview of marine iron cycle schemes in muffin

There are 3 different ways of describing the marine iron cycle in terms of which tracers in the ocean
are defined (described immediately below). These are associated with one or more alternative
tunings of the primary parameters controlling iron cycling — the solubility of iron in dust and the
rate of scavenging of dissolved iron onto particulate organic matter, plus, some parameter scaling
the characteristic biological nutrierﬁ’oﬁ*) uptake time-scale (described subsequently). In theory,

the different tracer configurations are interchangeable and either could be used in conjunction with
any given tuned parameter set. However, in practice and in publications, specific tuned parameter
sets have been associated with a specific tracer combination choice (and e.g. not tested equally with
both). The various available marine iron cycle configurations are summarized inZkakle

Table 22.1: muffin iron cycle configurations

# || Tracers Scheme|| DOM; | bio; Fesql Kscav Dustfield References
(yr) | (d) (%)
1 || FeL,FeL | OLD 1.0 63.3 0.291 | 1.34 Mahovald || Tagliabue et al[2016]

Odalen et al[2020]
Rae et al[2020]

2 || Fe L,FeL | OLD 1.0 63.3 0.291 | 1.34 (\arious) Lambert, et al[2021]

3 || Fe L,FeL | (OLD) 1.0 63.3 n/a n/a (none) Meyer et al.[2016]
Hulse et al.[2019]

4 || TDFeTL | hybrid || 1.0 95.6 0.201 | 0.344 | Mahowald || Ward et al.[2018]
5 || TDFe TL | hybrid || 1.0 n/a 0.201 | 0.344 | Mahowald || Ward et al.[2018]
6 || TDFe TL | hybrid || 0.5 60.0 0.125 | 0.225 | Mahowald || De'Ath et al.[in prep]
60.0 0.244 | 0.225 | Albani
7 || TDFe TL | hybrid || 0.5 60.0 0.100 | 0.100 | Mahowald | De'Ath et al.[in prep]
60.0 0.195 | 0.100 | Albani

8 || TDFe TL | hybrid || 0.5 60.0 0.244 | 0.225 | Albani Odalen et al.[in prep]
9 || TDFe TL | hybrid || 0.5 n/a 0.244 | 0.225 | Albani Jones et al[in prep]
10 || Fe Fe2, TL | FeFe2TL| 0.5 63.3 n/a 0.344 | (none) van de Velde et al
[2021]
NOTES:

#3 —The tracers are present, but the iron cycle is 'disabled’ so that the biological scheme operate&aiitmitetion.
#5 — There is ndio; value because tHECOGEM module is used.

#7 — Tests an assumption of a spatially uniform iron solubilRgs(, values in italics).

#9 — There is no singlbio; value (the biological scheme is split into diatoms and non-diatoms).
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#10 — In this study/configuration, dissolved iron is supplied hydrothermally (as redee&pat the seafloor, and addi-
tionally, optionally as oxidize@e'!" to the ocean surfacén(lieu of the solubilized component in dust and/or via
rivers from terrestrialveathering).

Iron schemes and tracer configurations

In the original iron cycle irmuffin, 3 separate tracers were defined:

Fe — free dissolved iron
L —free ligands
FeL —iron bound to ligands

The associated tracer selection in Hase-configooks like:

gm_ocn_select_9=.true. # Fe -- ’dissolved iron (Fe)’
gm_ocn_select_23=.true. # Fel -- ’ligand-bound Fe’
gm_ocn_select_24=.true. # L -- ’free ligand (iron binding)’

However, because the equilibrium between these tracers is re-solved every time-step (and used
to determine the freEe concentration for scavenging), there is redundancy, and in practice, only 2
tracers are needed. Subsequent iron cycle scheme hence use only 2 tracers:

T DFe — total dissolved iron, including iron bound to ligands
TL - total dissolved ligand concentration (both free and bound to iron)
The associated tracer selection in Hase-confighen looks like:

gm_ocn_select_90=.true. # TDFe -- ’total dissolved Fe’
gm_ocn_select_42=.true. # TL -- ’total dissolved ligand’

At each time-step, the concentration of 'free’ iron (and iron bound to ligands) is solved for and
used to calculate iron removal though scavenging.

But ... to distinguish between reducede( ) and oxidized F€'!) iron as well as account for the
role of ligands ... 3 tracers are needed again (a sort of combination of the above two permutations):

Fe —total dissolved iron Ill, including iron bound to ligands
Fe2 —total dissolved iron Il (does not bind to ligands)
TL - total dissolved ligand concentration (both free and bound to iron Il)

or as tracers:

gm_ocn_select_9=.true. # Fe -- ’dissolved iron III (Fe)’
gm_ocn_select_83=.true. # Fe -- ’dissolved iron II (Fe)’
gm_ocn_select_42=.true. # TL -- ’total dissolved ligand’

Associated with these different sets of tracer and iron cycle configurations, are several different
schemes for how the iron cycle is parameterized:

OLD — The very original scheme — based on 3 tracers (free iron, free ligand, ligand-bound iron),
solves the equilibrium between them and based on this, scavengdseffemmn the water
column, by any or all of: particulate organic matt€gCQ;, opal, and/or detrital matter.

Note that surface layer scavenging is calculated withib_calc_bio_uptake rather than
as part of particulate remineralization subroutigeb_calc_bio_uptake).
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ALT

hybrid

lookup_4D

FeFe2TL

Iron speciatione, Fel, andL) is updated within the maiBIOGEM loop.
This scheme was used e.g. in the 'FeMIP’ papeFagliabue et al[2016].

— As per0OLD, but with surface layer scavenging calculated within the particulate remineral-
ization subroutinefub_calc_bio_uptake).

Iron speciation e, Fel, andl) is updated within particulate remineralization subroutine
(sub_calc_bio_uptake).

This scheme has not yet been published with(!) although it should be very little different (if
at all) fromoLD. (Numerically, it is preferable toLD.)

— As perALT, but employing only 2 tracers — total dissolved iron, and total dissolved ligand
(and solving for the equilibrium between (free iron, free ligand, and ligand-bound iron).

This is the recommenced modern modern (oxic ocean) configuration option (e.g. as used by
Ward et al.[2018]).

In theory ... it should be identical in behavior&nT (but with one fewer tracer simulated in

the ocean).

— Yet to be fully implemented/published ... this assumes 2 tracers in the ocean (total dissolved
iron, total dissolved ligand) and calculates the equilibrium partitioning between dissolved
iron and solid FeOOH (assumed to be goethite), based on ambient temperature and pH (in
addition to total dissolved iron, total dissolved ligand) and employing a lookup table. Solid
FeOOH is the phase that is scavenged.

— A 3-phase tracer scheme, but distinguishing the oxidized feetth (tracer: Fe) from
reducedre’ (tracer:Fe2)'0. This scheme is primarily intended for predominantly ferrugi-
nous/euxinic deeper time esp. Precambrian) oceans, but is perfectly capable of being used in
more geologically recent and predominantly oxic ocean times (as well as more 'mixed state’
oceans, such as during OAEs or during the Paleozoic).

Only Fe'' (tracer:Fe) is taken into account in the calculation for partitioning iron into free
and ligand-bound iron, and only free (non ligand-bouRd)' is then subject to scavenging.
Reducedre'! (tracer:Fe2) is assumed truly dissolved and does not bind with ligands, nor is
subject to scavenging.

In principal, in the absence dafs_P0OM_Fe00H, the marine iron cycle should function iden-
tically to the original 'oxic-only schemes, with the exception that any dissolved iron that is
present in the water column &e'', will both reduce the rate of scavenging and of biological
uptake (both processes only accounting for the availabilifyedf).

A list of the different Fe-related processes, and which processes operate under which schemes,
follows. Seevan de Velde et a[2021] for further details.

(ALL)

Biological uptake (cellular incorporation)

Iron is assumed to be co-limiting to biological uptake in a number of biological schemes in
muffin!!, e.g.bio_PFe, as well as being a co-limiting nutrient ECOGEM .

Bioavailable iron is assumed to be the sum of both 'free’ and ligand-bound iron, which in the
case ofdLD andALT is Fe+ Fel, in hybrid andlookup_4D this isT DFe (which implicitly
includes both free and ligand-bound phases), arkefe2TL, is Fe (which is equivalent to

191 the water columnie'! oxidizes toF€e'!' under oxic conditions, whilee'!! is reduced under anoxic conditions.
11set by parametebsg_par_bio_prodopt.
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(ALL)

(ALL)

(ALL)

FeFe2TL

TDFe)'2,

In the case ofeFe2TL, iron is assumed to be incorporated intracellularly and remineralized
in its oxidized form. In reality, intercellular iron is reduced, and ideally, remineralized iron
released back to the water column would be in the form

Ligand-binding (protection (stabilization) from scavenging)

All schemes assume the presence of a single iron-binding ligand (although the ligand con-
centration could be set to zero). The equilibrium distribution between free iron (which in the
case ofFeFe2TL is Fe3t, and all other schemes total dissolved iron (tracBiFeor justFe),

free ligand, and iron-bound ligand, is solved each time-step for the purpose of calculating
iron scavenging (see below).

The ligand stability constant is set via parametgy:par_K_FeL.

Future developments could consider multiple ligand classes, or a ligand cycle with sources
and sinks.

Scavenging

Typically, scavenging only occurs (or is only configured to occur) by particulate organic
matter.

Scavenging occurs on any ’'free’ iron — iron not bound to ligands. In the case of scheme
FeFe2TL, only Fe3*

Scavenged iron, by default, is not remineralized’ along with the (organic matter) particulate
host and hence not returned to solution, and represents a loss (sink) of bio-available iron from
the ocean. This behavior is controlled by parameters:

# no scavenged regeneration
bg_par_scav_fremin=0.0

which prevents return of iron scavenged by (e.g. particulate organic) matter when it is rem-
ineralized (dissolved) in the water column, and

# return POFe
bg_ctrl_bio_NO_fsedFe=.false.

which prevents scavenged iron being reflected’ at the ocean floor (along with all the con-
stituents of its particulate matter carrier).

The madifier (scaling) of scavenging rate£,) for each particle type is set by the following
parameters:

bg_par_scav_Fe_sf_POC
bg_par_scav_Fe_sf_CaC03
bg_par_scav_Fe_sf_opal
bg_par_scav_Fe_sf_det

Calibrated values fokscayfor POM are given in Tabl@2.1

Note that the simplest way to 'turn off’ scavenging is to set these parameters 18.zero
Isotopic fractionation

With the current exception afybrid, are isotope-enabled®fe).

Dissimilatory iron reduction

If the solid (sediment) tracers_POM_Fe0OH is selected and the paired ocean traicerFe00H
is selected (so technically the scheme should beEé2TLFe00H’), when ambient dissolved

12Note that for reasons of simplifying the accounting for oxygen mass balance and not mixing different oxidation
states during biological uptakEg?" is not currently included in being 'bioavailable’)
13They are all zero by default anyway.
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FeFe2TL

FeFe2TL

FeFe2TL

FeFe2TL

oxygen is low, the scavenged iron (Ill) can under go further transformations and supply oxy-
gen (and be reduced) associated with the remineralization of organic matter. IRethis,
released, in contrast with the default parameter settings under which scavenged iron is always
'lost’ to the system.

A pair of half-saturation and inhibition constant primarily control the behaviour of this reac-
tion (and are not listed here) — segn de Velde et a[2021] for details.

If is_POM_Fe0OH is not selected (but the standard scavenged iron tragePpM_Fe is), then

the 'fate’ of scavenged iron (now as a solid) proceeds as 'normal’ (e.g. under under schemes
OLD, ALT or hybrid).

Ferrous iron oxidation

Under 'oxidizing’ conditions — defined as the (non-zero) presence of@eim the water
column —Fe?* is oxidized toFe>*.

The relevant subroutinegb_box_oxidize_Fe) is called automatically if the required trac-

ers are selected. The kinetic rate constant controlling the reactionjaande Velde et al.
[2021] default value, is:

bg_par_bio_remin_kFe2toFe=1.0e+09

(so setting this to zero will disable iron oxidation).

Sulphide-mediated iron reduction (1)

Under 'reducing’ conditions — defined as the (non-zero) presence oHi8en the water
column — sulphide-mediated iron reduction occurs, et is reduced td-e?t.

The relevant subroutine{b_box_reduce_Fe) is called automatically if the required tracers
are selected. The kinetic rate constant controlling the reactionyamde Velde et a[2021]
default value, is:

bg_par_bio_remin_kFetoFe2=2.3e+06

(so setting this to zero will disablee® reduction).

Sulphide-mediated iron reduction (2)

Under 'reducing’ conditions — defined as the (non-zero) presence oHi8én the water
column — sulphide-mediated iron reduction occurs, and (sBB@)OHis reduced td-e?+.

The relevant subroutine{b_box_react_Fe00H_H2S Or sub_box_react_POMFe00H_H2S)

is called automatically if the required tracers are selected. The kinetic rate constant control-
ling the reaction, andlan de Velde et a[2021] default value, is:

bg_par_bio_remin_kFeOOHtoFe2=1.7e+04

(so setting this to zero will disableeOOH reduction).

This reaction is applied to both 'free’ solkeOOHandPOM-boundFeOOH (depending on
which solid tracers have been selected).

Iron oxide precipitation (1)

This is the solid (sediment) traceirs _Fe00H

In the water column, if the concentration BE*t (total, including ligand-bound) exceeds
some threshold (e.g.nM), as specified by the parameter (arah de Velde et al[2021]
default value):

par_FeOOH_Fethresh=1.0E-9,

solidFeOOHforms. This then sinks down through the water column along (but distinct from)
otherparticles. All dissolvedre®" above the threshold concentration is assumed precipitated
(i.e. there are no kinetics involved in the reaction).

The relevant subroutines{b_calc_precip_Fe00H) is called automatically if the required
tracers are selected.

The occurrence dFeOOH precipitation is also governed by the parameter:
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FeFe2TL

FeFe2TL

FeFe2TL

FeFe2TL

bg_ctrl_bio_FeOOHprecip_explicit

which is.true. by default and precipitation can be disabled by changing this (or setting the
precipitation threshold to some impossibly large concentration of dissolved iron).

Note that both forms ('free’ anBOM-associated) odFeOOH can precipitate simultaneously

if both solid tracers are selected.

Iron oxide precipitation (2)

If the solid (sediment) traceirs_POM_Fe00H is selectedi-eOOH precipitation occurs associ-
ated with (or scavenged by) sinkiRRPOM. The amount/rate of precipitation is now controlled
by the scavenging calculation rather than the expfie®®OH precipitation subroutiné.
ThePOM-associateéreOOHthen sinks along with (and assumed bound@@M. Note that

by default, as per 'normal’ scavengg€d, dissolved iron is not released to the water column
as the carriePOM is degraded (and is assumed lost to the sediments).

The sameROM) scavenging rate scaldis(a,) as detailed earlier, controls this process.
Note that both forms ('free’ anBOM-associated) odFeOOH can precipitate simultaneously
if both solid tracers are selected.

Pyrite precipitation

If the solid pyrite tracerkeS) is selected, then pyrite can form in the water column (from
where it will settle down, unaltered, to the sediment surface).

The relevant subroutinesgb_calc_precip_FeS2) is called automatically if the required

tracers are selected. The controlling parameters are ... complica(See:van de Velde et
al. [2021] for details ...) The overall precipitation rate is governed by:

bg_par_bio_FeS2precip_k=3.25e+03

Note thatFeScan also be selected as an explicit precursor solid tracer (calculated via subrou-
tine sub_calc_form_FeS if this tracer is selected). This scheme is not published and will
not described any further here.

Siderite precipitation

Whatever. Probably doesn’t occur to any degree enough to worry about ever (mostly).
Occurs if you select it (solid/sedimentary tracer F@CQ; (is_FeC03)).

(Gonna sink to the bottom and do nothing in between.)

See:van de Velde et a[2021] for details ...

Greenalite precipitation

| don’t even know what this is.

It happens if you select it (solid/sedimentary tracerFesShO, (is_Fe35i204)).

You have got to have dissolved silica ... lots and lots of it. So much so in fact that it will crash
updating of carbonate chemistry and you will have to remove silicic acid from the definition
of 'alkalinity’ (gm_ctrl_carbchem_noH3Si04=.true.).

(Gonna sink to the bottom and do nothing in between.)

See:van de Velde et a[2021] for detalils...

14i e. in the scavenging process, rather than scavenge ifog #% same amount of scavenged iron is instead assumed
to be in the form oFeOOH.
15please, for the love of god, leave this alone.
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Iron diagnostic output

In addition to the actual ocean tracers, a set output variables are provided to break down (in some
cases) and coalesce (in others), iron (and ligand) speciation.
For netCDF (andtime-sliceoutput), provided is:

Parameter sets

User-configgand the associatdshse-configscan be found for most, if not all, of the published pa-
pers involving the iron cycle, on GitHub. For the more recent marine iron cycle configurations and
tunings, the following example configuration files are provided dgenie-userconfigs\EXAMPLES

(with the numbers corresponding to those in Tétfel). (Note that the names of thuser-configs
incorporate the correspondirgase-confighame to avoid any confusion re. whiclser-config
should go with whictbase-config

#1,2 —cgenie.eb_go_gs_ac_bg.worjh2.BASESFe.FeMIP.SPIN

The marine iron cycle configuration used in the FeMIP inter-comparison pajeagbabue

et al. [2016] (and other subsequent papers — see: T2hl.

Note that the same marine iron cycle parameters, but with a variety of different dust fields,
was used by.ambert, et al[in revision].

#3 —cgenie.eb_go_gs_ac_bg.worjh2.BASESFe.NOFe.SPIN
The same biological configuration &genie.eb_go_gs_ac_bg.wor jh2.BASESFe.FeMIP.SPIN,
but with iron limitation of biological export 'disabled’ by:
1. Setting ae half-saturation value of.@ pM Fe which is to all practical purposes, zero
(in comparison: the ocean is initialized witt6hM Fe).
2. Setting a fixed Fe:C ratio and specifying the C/Fe organic matter ratio as effectively
infinite (so that virtually no Fe is taken up in organic matter as compared to carbon).
3. Setting the scavenging ratefed by sinking organic matter to zero.
No dust field is required in this configuration, because there are no longer any processes that
can remove (from the surface) the initial dissolved iron inventory.
#4 — (seegenie-userconfigs/MS/wardetal.2018/wardetal.2018.BIOGEM.SPIN)
This is the iron cycle as used Ward et al. [2018] with theECOGEM ecosystem model,
but configured for the basic (non ecologicBIOGEM export scheme.
#5 — (seegenie-userconfigs/MS/wardetal.2018/wardetal.2018.ECOGEM.SPIN)
This is the iron cycle as used hWard et al.[2018] with theECOGEM ecosystem model.
#6 —muffin.CB.worjh2.BASESFeTDTL.Mahowald.SPIN
This a a new marine iron cycle tuning for the origi@zdo et al.[2009] configuration of the
present-day ocean climatologydijn2).
#6 —muffin.CB.worjh2.BASESFeTDTL.Albani.SPIN
Similar tomuffin.CB.worjh2.BASESFeTDTL.Mahowald.SPIN, except the tuning is for thal-
bani et al.[2016] pre-industrial (1850 AD) dust field.
#7 —muffin.CB.worjh2.BASESFeTDTL.MahowaldUNIFORMsol.SPIN

Similar tomuffin.CB.worjh2.BASESFeTDTL .Mahowald.SPIN, except with the iron cycle tuned
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under the assumption of a spatially uniform solubility of iron in dust.
#7 —muffin.CB.worjh2.BASESFeTDTL.AlbaniUNIFORMsol.SPIN

Similar tomuffin.CB.worjh2.BASESFeTDTL.Albani.SPIN, except with the iron cycle tuned
under the assumption of a spatially uniform solubility of irordimst.

Alternative implementations for the dissolved iron flux to the ocean surface

By default (and in all the marine iron cycle configurations published to date) — the solubility of iron

in dust is an inverse function of the dust flux —i.e. at higher dust loadings, the fractional solubility is
assumed to be lower. Followirgaker et al.[2006], we adopt a relationship in which iron solubility
scales with the square root of the dust flux, enacted by the parameter setting: The associated tracer
selection in thdase-confidooks like:

#exponent for aeolian Fe solubility [use 1.0 for uniform solubility]
bg_par_det_Fe_sol_exp=0.500

The solubility parametesg_par_det_Fe_sol determines the value of the overall iron solubility (as
a fraction of the total iron in dust), aamglobalmean flux-weighted basis. For example:

# aeolian Fe solubility [Albani tuning]
bg_par_det_Fe_so0l=0.002441

specifies that when weighted by dust flux, the global mean solubility of iron in dus244%.

However, this parameterization can potentially lead to confusing and unintended consequences.
For example, if the dust flux anywhere in the model grid is changed, because the global mean flux-
weighted solubility must remain constant, the losalubility everywhere will slightly change, even
though the dust flux itself only changes at a single grid point location.

As an alternative, the solubility of iron in dust can be fixed spatially at a single value. This is
done by setting:

# Exponent for aeolian Fe solubility [use 1.0 for uniform solubility]
bg_par_det_Fe_sol_exp=1.0

(In the solubility equation, the power is actually one minus the exponent parameter, hence a value
of 1.0 makes the solubility spatially invariant.)

Calibrated marine iron cycle parameter sets a provided for blathowald et al.[2006] and
Albani et al.[2016] pre-industrial dust field (see above and T&3€l):

e muffin.CB.worjh2.BASESFeTDTL.MahowaldUNIFORMsol.SPIN

e muffin.CB.worjh2.BASESFeTDTL.AlbaniUNIFORMsol.SPIN

The spatial pattern of iron solubility (whether uniform or not), can also be prescribed. This firstly
requires the parameter setting:

# Replace internal dust Fe solubility field?
bg_ctrl_force_det_Fe_sol=.true.

and then the presence of a 2D ASCII file delineating the spatial paifgrarcent(not fractional
solubility) iron solubility, which is specified by:

# Filename for dust Fe solubility field
bg_par_det_Fe_sol_file=’worjh2.det_Fe_sol.NULL.dat’
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whereworjh2.det_Fe_sol.NULL.dat is a default filename for &orjh2 modern continental configura-
tion 36x 36 grid (of zeros), with the file itself residing in the directoggnie-biogem/data/input

The internally calculated solubility field (in %) can be recovered from an experiment via the 2D
netCDF parametermisc_sur_Fe_sol (" Aeolian iron solubility”), and requires that NaNs are converted
to zeros (just in case), and if usianoply, the array may also need to be flipped up-side-down.

Two examples are provided for the application of a prescribed 2D field of % solubility (and
which are not listed in Tabl22.1):

e muffin.CB.worjh2.BASESFeTDTL.MahowaldFILEsol.SPIN
Specifies a spatially heterogeneous distribution of solubility that matches the spatial pattern
of calibrated values from:
muffin.CB.worjh2.BASESFeTDTL.Mahowald.SPIN
(and where the 2D solubility input file isvorjh2.det_Fe_sol. Mahowald.dat)
e muffin.CB.worjh2.BASESFeTDTL.MahowaldUNIFORMsolFILEsol.SPIN
Specifies a field of uniform solubility that matches the calibrated value from:
muffin.CB.worjh2.BASESFeTDTL . MahowaldUNIFORMsol .SPIN
(and where the 2D solubility input file isvorjh2.det_Fe_sol. MahowaldUNIFORMsol.dart)

(The equivalentiser-configand iron solubility field files are also provided for the Albani dust field.)

Finally, as a further alternative — a dust field can be forgone entirely and instead, a (2D) flux of
dissolved iron to the ocean surface explicitly specified +H®®/-TO ... force the system

Fake dust

For many (most?) deep-time applications, the spatial distribution of dust flux to the ocean surface
may not be known (unless simulated in a paleo GCM). One can therefore:

1. Chose a biological schentigatdoes not require iron as a co-limiting nutrient.

2. Chose a biological schentigat does require iron as a co-limiting nutrient ... but disable the
iron cycle.
Examples of how this is implemented were given earlier.

3. Make up a dust field!!!
Actually ... yes ... but ... assume a modern (or other value) total flux of dust to the ocean
surface, but distributed evenly.
The advantage of having *some* iron limitation of biological export is that is can prevent the
occurrence of extreme nutrient-trapping and the possibility of carbonate chemistry calcula-
tion errors in the model, through small basins close to the Equator, and/or the implementa-
tion of temperature-dependent remineralization or s&fotding depths for remineralization,
and/or highly elevated atmosphep€0O, and hence surface temperatures, and/or low atmo-
sphericpO,. Typically, problems arise if one or more of these factors are relatively extreme,
and arises as a result of the trapping of very Highﬁ‘ concentrations in the subsurface,
from where it fuels extreme export fluxes. Adding an iron co-limitation provides a negative
feedback because dissolved in the water column is scavenged by settling organic matter
and lost, meaning that the more that export is fueleﬁ’@f trapping, the more bioavailable
Feis lost and hence the more export is restricted.

Exampleforcingsare provided, for both Mahowald and Albani dust fields, as deposited to
the ocean surface of theorjn2 grid. These are:
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® pyyyyz.RpCO2_Rp13C02.Mahowald.Oka.UNIFORMdust
e pyyyyz.RpCO2_Rp13C02.Albani.Oka.UNIFORMdust

Note that there is naiger-config scaling parameter for sediment flux forcings and hence the
total flux forcing appear explicitly in thforcing time-seriedile:

biogem_force_flux_sed_det_sig.dat.

Also note that for a different total continental configuration and hence ocean area, the flux per
m~2 will change as only the global total flux to the ocean surface is conserved. This can be
corrected e.g. by scaling the total dust flux given in theyem_force_flux_sed_det_sig.dat

file in the forcing, by the relative difference of the paleo ocean surface area vs. modern
(worjh2 — 0.3674774x 10> m?) and whose value can be found near the top of the global
summary output filediag_GLOBAL_AVERAGE.res * ).

The 2 different dust fields (with the samerjh2 ocean grid are characterized by the following
global dust fluxes (to the ocean surface):

e Mahowald — 16252x 10*?mol yr !
e Albani—9154x 10%mol yr?t

Exampleuser-configsn which the total modern dust flux to the ocean surface is distributed
evenly (and keeping all the marine iron cycle parameters the same), are also provided:

e muffin.CB.worjh2.BASESFeTDTL.MahowaldUNIFORM.SPIN
e muffin.CB.worjh2.BASESFeTDTL.AlbaniUNIFORM.SPIN

Also refer to the chapter omuffingen and the configuration of fakeawids.

Other sources of dissolved iron
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22.4 HOW-TO ... other (bio)geochemical cycle

Inthis HOW-TO, you'll learn how to include additional ocean tracers and configure various (bio)geochemical
cycles in the ocean. Specifically:

1. Include &CH, cycle in the ocean (and atmosphere)
Include @R— DOM cycle in the ocean

Include &Cd cycle in the ocean

Include an iodine cycle in the ocean

Include a neodymium cycle in the ocean

a bk DN
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Include a CH4 cycle in the ocean (and atmosphere)

First ... obviously ... you need the appropriate ocean and atmospheric tracerfaséieonfig
For the atmosphere:

gm_atm_select_10=.true. # pCH4
gm_atm_select_11=.true. # pCH4_13C

and then also:

gm_atm_select_12=.true. # pCH4_14C

if you have a system including radiocarbon.
For the ocean:

gm_ocn_select_25=.true. # CH4
gm_ocn_select_26=.true. # CH4_13C

(2 additional ocean tracers total) and then also:

gm_ocn_select_27=.true. # CH4_14C

(3 additional ocean tracers total) if you have a system includidgcarbon.
Don't forgetto updatethe total numberof oceantracersin the base-configaccordingly ...6 All

these settings are also provided as part of as part ahtiféngen distribution — file:
TRACERADDITION.methanecycle. txt

For youruser-configfile settings, a set of parameter values is also provided as partffingen
— file: USERADDITION.methanecycle.ixt. Simply copy-past this block of parameter values into your
user-config

Note that these parameters settings are taken frormibdern’ (high-O2)benchmark exper-
iment: 191210_GMD_mod_C06_20Tmol_SPIN of Reinhard et al. [2020], which can be obtained
from: genie-userconfigs/MS/reinhardetal. GMD.2020, but that the settings are teh same for simu-
lating methane cycling in 'deep time’.

Also note that as pe£O,, CHs-induced radiative forcing is generally 'on’ by default. Setting:

ea_36=n

turns off radiative forcing as a function of atmospheric composition. You can then scale the radiative
impact ofCH, andCO, directly via:

ea_radfor_scl_ch4=1.0
ea_radfor_scl_co2=1.0

which in this instance scales bditiH,; andCO, induced radiative forcing tex1 the modern value.

16g g.
# Set number of tracers
GOLDSTEINNTRACSOPTS=">$ (DEFINE) GOLDSTEINNTRACS=xx’
(wherexx is the total number of dissolved tracers includihgnds)
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Include an R-DOM cycle in the ocean

The parametemg_ctrl_bio_remin_ RDOM_photolysis determines whether RDOM degradation
is restricted to the surface layer and occurs only by/associated with photolysis. It catuee or
.false. and by default is set to:

bg_ctrl_bio_remin_RDOM_photolysis=.false.

When set. true., RDOM degradation is set to zero everywhere in the ocean except the surface
layer. Here, the lifetime (parametéyg_par_bio_remin_RDOMlifetime) is modified in *inverse*
proportion to the solar insolation integrated over the surface layer. (There is a field in the 2D
netCDF of solar insolation at the ocean surface, and the average over the surface layer is approx
1/4 of this.). i.e., in lower latitude and higher insolation regions, the lifetime is shorter than specified
by bg_par_bio_remin_RDOMlifetime (and by approx a factor of 1/4 of the solar insolation in W
m-2).
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Include a Cd cycle in the ocean

In order to run cGENIE with ocean cadmium cycle, the followirage config
cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_BASEFeCd is provided.

A typical experiment command line, using tiger confidile: EXAMPLE_wor jh2_P04Fe_Cd_SPIN
(also provided under SVN), would look like:

./runCCgenie.sh cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_FeCdBASE /
EXAMPLE_wor jh2_FeCd_SPIN 11

To submit this job to the cluster (from $HOME):

gsub -q kitten.q -j y -o cgenie_log -S
/bin/bash subcgenie.sh cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_BASEFeCd /
EXAMPLE_wor jh2_P04Fe_Cd_SPIN 10001
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Include an iodine cycle in the ocean

In order to rumimuffin with a marine iodine cycle, several additional tracers need to be selected and
initialized in the base configuration file:

# list selected biogeochemical tracers

gm_ocn_select_92=.true. # I -- ’iodide’
gm_ocn_select_93=.true. # I03 -- ’iodate’
gm_sed_select_79=.true. # POI -- ’particulate organic iodine (POI)’

# list biogeochemical tracer initial values
bg_ocn_init_93=500.0E-09
bg_ocn_init_94=0.0E-09

Remember, when adding 2 new dissolved (ocean) tracers, the value of the parameter defining the
total number of tracers:

GOLDSTEINNTRACSOPTS=’$ (DEFINE) GOLDSTEINNTRACS=xx"’

must be increased by 2.
This information is also provided as part of thuffingen software release as the filRACER-

ADDITION.iodinecycle.txt.
A couple of EXAMPLEbase-confidiles are also provided:

cgenie.eb_go_gs_ac_bg.worjh2.BASEI
cgenie.eb_go_gs_ac_bg.worjh2.BASEI
cgenie.eb_go_gs_ac_bg.worbe2.BASESI

Of these, recommended is one of the 16-level oaearjh2 configuration$’ as the oxygen mini-
mum zones in the 8-level oceanrbe2 configuration are much more poorly developed (Rédy-
well et al.[2007a]).
The ocean iodine cycle can then be configured in several different ways and levels of complex-
ity, as described in the followingections.

Basic (‘abiotic’) iodine cycle

This section outlines the most trivial possible configuration of the marine iodine cycle, in which the
only processes are:

1. Reduction if 103- to I- under dysoxic conditions
2. Re-oxidation of I- to 103-

An example experiment configuratiaser-config- EXAMPLE . wor jh2.P04Ibasic.SPIN —is given.
In this, the available parameters (listed under the heading-' MISC --' and '### IODINE
CYCLE CONTROLS ###") controlling the iodine cycle are:

e # set no biological I03 uptake
For simplicity, this experiment configuration sets the iodate update in organic matter associ-
ated with biological production at the ocean surface, to zero. The parasgeteir _bio_red_POC_P0I
specifies the ratio of | to C in new production (the cellular quotient) and is set to zero.

e # select basic reduction and oxidation options
There are various alternative options for how 103 is reduced in dysoxic conditions. The sim-
plest parameterization is specified here;

1"The difference between the twer jh2 configurations is that one (with the”in * BASEST’ also includes a sulphur
cycle.
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bg_opt_bio_remin_reduce_I03toI=’threshold’,

in which a threshold of dissolved oxygen is prescribed. In any regions (i.e. model grid boxes)
of the ocean in which dissolved oxygen concentrations fall are below thjsis@ompletely
reduced toT.

Alternative options also exist for how the re-oxidation ofdccurs. In the simple parameter-
ization specified here;

bg_opt_bio_remin_oxidize_ItoI03=’lifetime’,

a fixed lifetime of I in the ocean is prescribed. Oxidation proceeds at this rate regardless of
the oxygenation state of the ocean, but as long as sufficient oxygen to accomplish the reaction
21~ + 30, — 2105 exists.

o # set [02] threshold (mol kg ') for (complete) reduction of I.
The parametebg_par_bio_remin_c02_I03toI sets the dissolved oxygen concentration
threshold (mol kg*, below which IQ will be reduced.

e #tiset I lifetime (yrs)
Finally, the parameteésg_par_bio_remin_Ilifetime then sets the lifetime oflin years.

Model output is saved in the 'normal way’ (refer to the User Manual) and amongst the ocean
tracers (bcn_x"), are the tracers of dissolved iodide and dissolved iodate (in units of mdi)kg
Model output can also be contrasted with observed data re-gridded to the cGkd¥ k%) grid.

A typical command-line launching of a model experiment (10000 years integration in this case)
would be:

./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASEI /
EXAMPLE.worjh2.P04Ibasic.SPIN 10000

'Biotic’ component to the iodine cycle

This section outlines the next component of the marine iodine cycle, involving phytoplankton, with
the two processes:

1. uptake of IQ
2. remineralization/release of from organic matter

The way this cycling in the model works is as follows: First, as plankton biomass is created, along-
side C and P (and if selected N, Fe and other trace elementg)isi@ken up by the cell, in a
specified proportion to carbon (see below). Of this biomass, a proportion is assumed to be exported
in particulate organic matter (POM) form beneath the euphotic zone, with the remainder converted
to labile dissolved organic matter (DOM) (seRidgwell et al.[2007a] for details). When either
POM or DOM is remineralized and elemental constituents released, rather than returpibgdio
to solution, it is assumed that the dissolved iodine is in the fornT of(This also requires an ac-
counting of release dD,, as IG; is taken up by the cell and assume to be instantaneously internally
reduced.) The result is: (i) a progressive transformation @1~ in the surface ocean as DOM is
continually created and destroyed, and (ii) a 'nutrient-like’ enrichment dh khe sub-surface as a
consequence of the remineralization of POM.

An example experiment configuratiarser-config— EXAMPLE.worjh2.P04Ibio.SPIN — is
given. In this, the available parameters (listed under the hea#ling 'MISC --’and '### IODINE
CYCLE CONTROLS ###") controlling the iodine cycle are:
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e # select option for no watercolumn reduction
For simplicity, this experiment configuration sets the reduction of iodate under low oxygen
conditions in the water to zero (i.e. leaving the biological pump as the only sourcg; of |
bg_opt_bio_remin_reduce_I03toI=’NONE’

e # set biological I03 uptake
Set a cellular I:C quotient. Here, a value1of0E-4 is given as an example;
bg_par_bio_red _POC_POI = 1.0E-4
o # set I lifetime (yrs)
Finally, the parametésg_par_bio_remin_Ilifetime then sets the lifetime oflin years.
(Here, for illustrative purposes, the lifetime is increased to 10 years compared to 1 year in the
basicExample.)

lodine cycle parameterization options

Currently there is only a single option for biological updatd©f (and subsequent remineraliza-
tion tol~). However, here are multiple options for both water column reductio®gfand for the
re-oxidation ofl ~ to 105

e Water column reduction of |05
The (case-sensitive) parameter controlling the scheme used for water d@gnmaduction
iS: bg_opt_bio_remin_reduce_I03toI, and the valid options are:
1. ’inhibition’
(not used
2. ’threshold’

As described above, the parameter specifying the diss@ydHte threshold is:
bg_opt_bio_remin_reduce_I03toI=’threshold’

The default value i$0.0E-6, but note that a vlaue af0.0E-6 is used inLu et al.
[2018].

3. ’reminS04°

In the absence dfiO; and an explicit link betweelO5 reduction and nitrate reduction

— link to SG;~ instead.

The idea is to usSOf—l‘ reduction (ol kg *timestep? to scale (the rate ofiO3 re-
duction (also in units omol kg timestep?).

Note that becaus®; reductio reduction i$O,] sensitive, there is no need for an addi-
itonal [Oy] inhibition term.

The parameter controlling this link and hence the scaling of sulphate reduction to iodate
reduction, isbg_par_bio_remin_S04toI03.

The default value for this i2.7E-2 which is derived by approximately matching the
global reduction flux in the baseline configuration of the iodine cycle.

Note that the model save level number (paramebgt:par_data_save_level) must
includebg_ctrl_bio_remin_redox_save set as. TRUE. '8

18As per the Appendixes at the back of this book, valid save level options that inchdde diagnostics output are:
14, 15, 16, 99.
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4.

’reminS04lifetime’

As per’reminS04° — the amount oSO}‘ reduction per time-step is also used as a
basis, but now this is scaled to a lifetime I@; that is applied to the local ambient
concentration ofO5 . (Such that where n8C;~ reduction occurs, thED; lifetime is
effectively infinite.)

This scheme is hence sensitive to tl inventory as well as implicitly t¢O,].

The parameter controlling the link between sulphate reduction and iodate lifetime, is:
bg_par_bio_remin_S04tolI03lifetime.

The default value i .0E-6, which is derived by matching to a mean lifetime, which
in turn is derived dividing the global reduction flux in the baseline configuration of the
iodine cycle by thdOj inventory. However, it should be noted that it is not possible
to derive a simple 'lifetime’ fod O3 in the ocean and hence the default value may give
rise to a poorly configured iodine cycle.

Note that the model save level number (paramebgt:par_data_save_level) must
includebg_ctrl_bio_remin_redox_save Set as. TRUE.

’NONE’ (including any other option, including an empty string)
No 105 reduction takes place.

Note that the default parameter setting iNE’.

¢ Re-oxidation of |~ to O3

The (case-sensitive) parameter controlling the scheme used for the re-oxiddtiotodO
iSbg_opt_bio_remin_oxidize_ItoI03, and the valid options are:

1.

’Fennel’

Applies a rate constant fdr- oxidation to the ambient concentration lof, in con-
junction with a half-saturation fojO,] to provide limitation under anoxic and anoxic
conditions.

The rate constant i$sg_par_bio_remin_kItoI03 in units ofyr—! and has a default
value of 6yr—1 afterFennel et al[2005] (in their example in respect dH,” oxidation
kinetics).

The [O,] half-saturation constant isig_par_bio_remin_c02_ItoI03 and has a de-
fault value of 200 uM kg ! (afterFennel et al [2005]).

’>lifetime’

The parameter controlling this isg_par_bio_remin_Ilifetime (See earlier for de-
tails).

’remin02’

The reasoning here is that in the absence of explielf| as a tracer in the model and
henceNH, oxidation one can scalH, oxidation with DON remin following Martin

et al. [2019], or here ... as a general microbial oxidative activity and hence in terms of
organic matted, consumption.

The parameter which scales the consumptiojgf in organic carbon remineralization
(in units ofmol kg ttimestep?) to | ~ oxidation (also in units ofmol kg *timestep?),
iS: bg_par_bio_remin_02toI

The default value i3 . 35e-04, which is derived by approximately matching the global
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oxidation flux in the baseline configuration of the iodine cycle.

Note that the model save level number (paramebgt.par_data_save_level) must
includebg_ctrl_bio_remin_redox_save Set as. TRUE.

4. >remin02lifetime’

As per’remin02°’, but now creating a lifetime fol— in the ocean scaled inversely to
[O2] consumption.

The parameter which scales the consumptiojOgf to a lifetime forl —, is:
bg_par_bio_remin_02toIlifetime

The default value ig . 2E-6.1°

Note that the model save level number (paramebgr:par_data_save_level) must
includebg_ctrl_bio_remin_redox_save Set as. TRUE.

5. ’NONE’ (including any other option, including an empty string)
No |~ re-oxidation takeglace.

Published configurations

19perived by matching to the assumed lifetime settinggfpar_bio_remin_Ilifetime
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Include a neodymium cycle in the ocean

The tracers needed foMNd cycle are listed iINRACERADDITION.neodymiumcycle.txt in muffingen.

For a restoring boundary-condition based implementatidddéycling in the ocean (currently the
only option), only a restoring forcing ™ d concentration and isotopic composition is required (and
no water column scavenging). The additional lines neededisea-configare given inUSERADDI-
TION.neodymiumcycle.ixt.

A complete EXAMPLE is provided and can be run:
./runmuffin.sh muffin.C.p_worjh2.Ndr EXAMPLES muffin.C.p_worjh2.Ndr.SPIN 10000

In this particular EXAMPLE, the restoring forcing is applied to all the ocean surface data points
were observations exists. Other combinations and regional forcings are also available:

worjh2.RNd_R144Nd_BENALL — all benthic grid points

worh2.RNd_R144Nd_BENPAC — benthic grid points in the Pacific

worh2.RNd_R144Nd_SURALL — all surface grid points

worjh2.RNd_R144Nd_SURALL_BENALL — all surface and all benthic grid points
worjh2.RNd_R144Nd_SURALL_BENPAC — all surface, but only Pacific benthic grid points
worjh2.RNd_R144Nd_SURATL — surface Atlantic grid points
worjh2.RNd_R144Nd_SURATL_BENPAC — surface Atlantic plus benthic Pacific grid points

All forcings are for an abiotic ocean and hencep@0O; forcing is included, but it can of course

be added. Forcings are also for #her jh2 modern continental configuration, but other modern or
paleo forcings could be created.
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HOW-TO ... biological production
Configure an abiotic ocean

Biological productivity in the ocean can be completely turned off to create an abiotic ocean (why
you would want to do this is another matter ... perhaps analyzing the solubility pump or a 'deep-
time’ and prior to significant marine life study ... (?)). The biological option is set bpanameter

bg_par_bio_prodopt

which by default takes a value 6N1T_P04MM" which selects the scheme describedRidgwell

et al. [2007a]. To have no biological production in the ocean, add the following line to the end of
the user-configile?°:

bg_par_bio_prodopt="NONE"

With this set, you do not have to specify any biological production or remineralizatomelist
parametervalues in thauser-confidfile.

200r edit the existing line under the section-’ BIOLOGICAL NEW PRODUCTION --’
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Prescribe the CaCO3:POC export ratio

In the default! 'biological’ scheme in GENIE the CaCO3:POC export ratio from the surface ocean
in BIOGEM is parameterized as a power law function of the degree of ambient over-saturation
w.r.t. calcite Ridgwell et al, 2007a,b]. The calculated CaG®OC ratio will vary therefore both
spatially, particularly w.r.t. latitude (and temperature), as well as in time, if the surface ocean
saturation state changes. The latter can arise from climatic (temperature) or circulation changes, or
through a change in the DIC and/or ALK inventory of the ocean (such as resulting from emissions
of fossil fuel CO2) or the re-partitioning of these species vertically within the ocean (e.g., as a result
of any change in the strength of the biological pump).

There may be situations in which it is advisable to hold the CaBOC export ratio invariant.
For instance, considering the current very considerable uncertainties in the impacts of ocean acid-
ification on marine calcifiersHidgwell et al, 2007a] the safest assumption is arguably to exclude
any acidification impact on calcification and carbonate export. Specifying a spatially uniform value
of the CaCQ:POC ratio ratio (e.g. 0.25 or 0.3) also allows comparison with the results of early
carbon cycle model studies. For deeper-time geological studies where little about marine carbon-
ate production may be knowan priori, a spatially uniform value represents the simplest possible
assumption (e.gRanchuk et al[2008]).

BIOGEM can be told to use a prescribed (spatially and temporally invariant) 2D field of SROC
export rain ratios (instead of calculating these internally as a function of ocean chemistry) by setting
the 'Replace internal CaCO3:POC export rain ratio&melist parameteflag to . true. :

bg_ctrl_force_CaCO3toPOCrainratio=.true.

You must also then provide a 2D data field that specifies the value of the rain ratio at each and every
surface ocean grid point. The filename of this field is set by default to:

bg_par_CaC03toPOCrainratio_file="CaCO3toPOCrainratio.dat"

and the file must be located in the 'BIOGEM data input direct&iywhich by default is:
bg_par_indir_name=" $RUNTIME_ROOT/genie-biogem/data/input"

This 2-D field must be in the form of an ASCII file with space (or tab) separated values arranged
in rows and columns of latitude and longitude. The format of the file must follow the GOLDSTEIN
ocean grid with the first line being the most Northerly row, and the last line the most Southerly row
of grid points. Data along a row is from West to East. The latitude of the first column of values
must be consistent with the defined starting latitude of the model grid, which is specified by the
namelist parameteym_par_grid_lon_offset?3. Examples are given in the code repositdry

If you are using a uniform value, it is an easy enough job to createxa3®array of the value
you so desir.

If you want to hold a previously-calculated (spatially variable) Cg®QC field constant, then
the easiest way to achieve this is to copy the information contained timtleesliceresults field:
misc_sur_rCaC03toP0C in the results netCDF filéields_biogem_2d.nc?®. Because this is a

21The default biological scheme is given lyg_par_bio_prodopt=’1N1T_PO4MM’ .

22¢RUNTIME_ROOT being equal to'/genie.

23.260E by default

24e.9.,”/genie/genie-biogem/data/input/CaC03toP0Crainratio_worbe2_preindustrial.dat

25t doesn’t matter if you specify a value over land because only values associated with wet cells will be acted on.

26you must have the 'miscellaneous properties’ time-slice save flag set to:
bg_ctrl_data_save_slice_misc=.true. (the default) for this field to be saved.
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3D data field (36< 36 x 8), carefully highlight just the surface ocean (2D) distribution (e.g., from

the Panoply viewer) or extract from the netCDF file by some other means, and then copy and paste
into:

CaC03toP0Crainratio.dat (or whatever you have specified the filename as). When copying
Panoply data, 'NaN’s should be replaced by values of zero. Take care that the final (steady-state)
time-slice is being copied and not the first (un-spunup) one ...

TIP: In order to quantify the importance of calcification feedbacks with CO2 and climate, two
model integrations are required: one with the Ca@@C ratio held constant and the other with
it allowed to vary, thereby allowing the effect of a changing Ca@®OC ratio on the system to to
elucidated.
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Prescribe biological export production

There are two main possibilities:
1. Via a full prescription of all particulate fluxes in surface ocean

Create a full set of particulate (sediment tracer) flux forcings fields for the surface ocean, one
for each biologically-related sediment tracer selected in the model, including isotopes (and
trace metals). Everything except for the surface layer can be left as a zero (0.0) in the two 3D
spatial fields required for each tracer.

You must also create a set of dissolved (ocean) tracer flux forcings fields for the surface
ocean so as to exactly cancel out the particulate fields to conserve mass. For most tracers this
is trivial, i.e., the fields for P in particulate organic matter (sed_POP) need be associated with
fields for dissolved PO4 (ocn_PO4) which will simply be equal in magnitude but opposite in
sign to POP. Complications start to arise for CaCO3 and there is also the question of alkalinity
changes associated with organic matter creation/destruction (via changes in NO3), so this
method, whilst the most flexible, is not without its complications and degree of tediousness

2. By just prescribing just the POC flux

An alternative has been provided enabling a full biological productivity in the surface ocean,
but controlled by prescribing just the particulate organic carbon export flux. This ’biological’
scheme is selected with:

bg_par_bio_prodopt="bio_POCflux"

What happens is that the POC flux is used to calculate the equivalent PO4 change in the sur-
face ocean, and then this is passed to the biological scheme and export production calculated
'as usual’. (The POC flux forcing plays no further role once the associated PO4 (uptake) flux
has been calculated.)

A particulate (sediment tracer) flux forcing for POC in the surface ocean still has to be de-
fined and selected, but no otHercings(including the associated removed dissolved tracers)

are required.

An example forcing configuration is givenimr jh2.FPOC_Caoetal2009 (and selected by:
bg_par_forcing_name="worjh2.FPOC_Caoetal2009")

An exampleuser-config EXAMPLE . wor jh2 . Caoetal2009_FPOC illustrating this is provided.

NOTE: In calculating the PO4 flux required to support the specified POC flux, the production
of dissolved organic matter (DOM) production is taken into account and the PO4 flux auto-
matically increased in proportion to one over one minus the fraction of total organic matter
production that is DOC. i.e. if 66% of export is specified to be partitioned into DOC rather
than particulate organic matter export, whatever the PO4 flux is that supports the specified
POC export, would be multiplied by 3. Currently, the only the default DOM scheme can be
used, with the DOM fraction set by the parametgtr _bio_red_DOMfrac

At the end of the day, you should get the POC export that you requested (plus associated
DOC).

NOTE: Also take care with the units of the fluUercing to the surface layer in the ocean,
which are in mol yr-1. The main particulate flux output is in units of mol m-2 yr-1, but since
cGENIE is invariably run on a equal area grid it is not difficult to convert export production
densities to mol yr-1 (you either need to divide the area of the Earth’s surface by the number
of grid points, or save the ocean grid information — see netCDF save options in the User
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Manual). Alternatively, as of revision8825, cGENIE saves the primary particulate flux
fields also in units of mol yr-1 (assuming you have the biological or full netCDF save options

selected — see netCDF save options in the User Manual).
Finally, be aware that if there is insufficient PO4 to support the required POC (and DOC)
flux, the entire POC flux will still be created, meaning that you may end up with regions of

negative nutrient concentration.
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HOW-TO ... ecology
Prescribe SSTs for plankton only

Plankton growth irE COGEM is temperature-dependent and so a change in climate will drive both
a physical response from ocean circulation and an ecological response. You can separate these
effects by prescribing an annual mean field of SSTs for plankt@O@GEM as done by\ilson
et al.,[2018] in Paleoceanography and Paleoclimatology.
To enable this option set the following parameter indker-config

eg_ctrl_force_T=.true.

The field of prescribed SSTs (itC) arranged by longitude-latitude) should be saved as a text
file within ~/cgenie.muffin/genie-ecogem/data/input. See the corresponding forcing files from
Wilson et al.[2018] as an example, e.g.

~/cgenie.muffin/genie-ecogem/data/input/20170811.worjh2.PO4.8P8Z.pal. 1x_SST.dat.
Specify the SST field in theser-configor plankton using:
eg_par_ecogem_force_T_file="20170811.worjh2.8P8Z.pal.3x_SST.dat"
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HOW-TO ... remineralize ... but differently

Overview

Implement ’instantaneous remineralization’

By default in the original version of cGENIE, biogenic particles exported out of the surface ocean
layer were assumed to settle at velocity of d25%. The parameter controlling this was:
bg_par_bio_remin_sinkingrate. The consequence was that particles took more than a sin-
gle tim-step to reach the ocean floor and be fully remineralized. Hence, particles could be found
at intermediate depth at the ocean at the end of any particular time-step; settling further during the
next time-step (and so on to the deepest ocean layer at that grid point).

An associated parameter was defined to control the residence time of particles in any one layer
for the purpose of calculating scavenging. A separate parameter was created so that the residence
time and hence scavenging rate could be varied independently of the settling rate of the bulk parti-
cles. This parameter wasg_par_bio_remin_sinkingrate_scav. The default value of this is
also 125nd—1.

This all became pretty confusing ... what is 'real’ settling and what the 'scav’ bitis ... so a new
pair of parameters was created. These are:

e bg_par_bio_remin_sinkingrate_physical
e bg_par_bio_remin_sinkingrate_reaction

The former defining the real’ (physical) sinking speed, and the latter the effective sinking speed for
the purpose of calculating the residence time in each ocean layer and hence reaction rates. Here,
reaction rates include scavenging as well as opal dissolution, and organic matter remineralization
driven by temperature.

By default these are set to zero, and the valuesgofpar_bio_remin_sinkingrate and
bg_par_bio_remin_sinkingrate_scav are used.

As an alternative to the default, of particles setting a finite distance down through the water
column each time-step, the products of remineralziation can be instantaneously distributed down
through the water column — as if the particles settled with infinite velocity, yet still dissolved and
reacted as the same rates as before,i.e. at a finite settling speed. To do this one would set, e.g.:

bg_par_bio_remin_sinkingrate_physical=1.0E9
bg_par_bio_remin_sinkingrate_reaction=125.0

At a velocity of 10°md~1, particles would reach the ocean floor (regardless of the depth at that
grid point) in a single time-step. Remineralization is therefore calculated throughout the water
column within that time-step — 'instantaneous’. The second parameter says that for the purposes of
residence time and reactions, sinking should be considered to have occurrechdt 125

Why do this? It simplifies calculation of flux mass balances, as material leaving the ocean
surface is 'seen’ (arriving) at the sediment surface at the same time-step. This behaviour is likely to
become thenuffin default in the future.
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Alternative remin schemes

Implement an alternative fixed remineralization profile for POC (e.g. Martin curve)

There are several options for utilizing a fixed remineralization profile for POC, which by default is
a double exponential (Se®idgwell et al.[2007a]). The fixed remineralziation profile scheme is
set by the string parametebg_par_bio_remin_fun. By default, it has a value okfolding’.
Currently available options are:

e Martin1987, which applies a globally-uniform power, set by:
bg_par_bio_remin_martin_b
(which by default has a value of -0.858)
e Henson2012, which calculates the value of b according to sea surface temperature (SST):
b =(0.024 * SST) - 1.06
To user either (on their own), all organic matter should be assigned to a single phase, with the
2nd (recalcitrant) fraction set to zero:

bg_par_bio_remin_POC_frac2=0.0

Note that these parameterizations can be combined with ballasting and will act on the 'free’
POC phase (i.e. the one not controlled by the ballagiamgameterization).

Implement particulate organic carbon ’ballasting’

The default particulate organic carbon (POC) ocean interior remineralization scheme is based on
fixed, prescribed profiles of relative POC flux to depth (e.g. §ddgwell[2001]; Ridgwell et al.
[2007a]). A 'ballasting’ control on POC transport to depth can instead be implemented by:

bg_ctrl_bio_remin_POC_ballast=.true.
bg_ctrl_bio_remin POC_fixed=.false.

The POC 'carrying coefficients’ for CaCO3, opal, and detrital (lithogenic) material are set by
the parameters:

bg_par_bio_remin_ballast_kc
bg_par_bio_remin_ballast_ko
bg_par_bio_remin_ballast_k1

(for CaCOg3, opal, and lithogenics, respectively). Note that the ballast coefficient units are: g POC
m-2 yr-1 (g ballast m-2 yr-1)-1 (i.eg g-1), which are internally converted to: mol POC m-2 yr-1
(mol ballast m-2 yr-1)-1 (i.emol mol-1).

A fixed (in time), but spatially heterogeneous field can also be prescribed instead of global
uniform values (akin to setting a pattern of the CaCO3:POC export rain o The parameters
setting whether to substitute a globally-uniform value with a specified pattern are:

bg_ctrl_force_CaCO3ballastcoeff=.true.
bg_ctrl_force_opalballastcoeff=.true.
bg_ctrl_force_detballastcoeff=.true.
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and which by default arefalse.. The patterns of carrying coefficient are determined by files read
in from cgenie/genie-biogem/data/input. The filenames are specified by:

bg_par_CaC03ballastcoeff_file
bg_par_opalballastcoeff_file
bg_par_detballastcoeff_file

(again, akin to the methodology for setting the CaCO3:POC export rain 2&ip (

Note that ballasting is combined with an e-folding (or other) fixed profile remineralization
scheme¥’. Ballasting is calculated with respect to the 2nd (recalcitrant) fraction of POC only.
The remaining POC export is be degraded by an alternative algorithm, which by default, is an e-
folding decay (see previously for more and alternatives). The fraction of initial export assigned to
ballasting vs. 'free’ POC is calculated according to the available exported balbast

Impose a fake ’sea floor’ to remineralization

Why ... ?
There may be reasons ... but | am not going to explain.

By default, BIOGEM takes the physical ocean grid (k1 file’) and uses it to determine the
maximum the depth that particles can sink (and be remineralized) and hence the depth of the sea-
floor. At that bottom ocean layer, particles that have not been remineralized/dissolved in the water
column can be passed BEDGEM if selected, remineralized and returned to the overlying ocean,

or even remineralized and returned directly to the surface.
As an alternative, there is an option to tBIOGEM that the sea-floor is 'shallower’ than
the actual physical ocean at any particular grid point. This would result in less total remineral-
ized/dissolved occurring in the water column and a larger flux passed to the sediBEDGEM)
(if selected). The option is set B

bg_ctrl_force_Vgrid=.true.

This requires that a file is presentBfOGEM/data/input Or genie-paleo/(CONFIG), depending no
how you have configured the boundary conditions. This file must be named according the parameter
setting:

bg_par_force_Vgrid_file=’FILE’

(or vice versawhereFILE is the filename.

This file contains the replacement grid of 'k’ levels (as integer values). Note that this file
differs slightly from the format of the 'k1’ file loaded intGOLDSTEIN etc. as it has no bound-
ary/padding rows and columns, and has the same dimensior (at) as the physical grid. It does
not matter what land grid points are marked by (a zero will do). If a deeper 'K’ level is given in the
alternative file as compared to the true physical grid, the depth of the true physical grid is used (so
the fake ocean floor can only be shallower (or the same), not deeper, than the true ocean grid).

As to 'why’ you might want to use this ...

27plthough in a sense, the remineralization of POC is not "fixed’ in that it does not have a predetermined profile but
instead is set by the changing flux of CaCO3, opal and lithogenic fluxes with dgpttt,rl_bio_remin_POC_fixed
should still be set totrue. (the default).

28v/grid’ for Virtual grid.
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HOW-TO ... force the system
(general)

Forcings® — means of requiring that a model variable always conforms to a given value (which
may be fixed or time-varying) — eestoring forcing or that a tracer is added or removed from
the atmosphere/ocean/sediments at a given rate (which may also be fixed or time-varyfhry) — a
forcing — are defined by a set of files in a directory with unique name. This directory in turn, lives
in /genie-forcings.

At a minimum, 3 forcing configuration files must be present, which defindaitving (if any)
of atmosphere, ocean, and sediment tracers:

e configure_forcings_atm
e configure_forcings_ocn
e configure_forcings_sed

The format of each file is similar, with any selecfiedcing appearing within the ASCII lines:

-START-0F-DATA-
-END-OF-DATA-

Edits made to the file outside of these 2 tags will not be &ald there is nothing in between
the 2 tags, no forcing is specified. Above and below the tags are indicators of column numbers of
data that will go in between the tags, and at the end of the file, a list of what each column means.
(Because atmosphere, ocean, and sediment tracers have diftecarg options and possibilities,
each will be described separately below.)

In addition to the 3 require forcing configuration files, for every seleftecing, at last 1
additional file must be present which specifies how the forcing changes with time. The naming
convention for this file is described with respect to each of the atmosphere, ocean, and sediment
tracer forcings (below), and its contents are described in full in a further section at the end.

Finally, for each forcing that is selected, an optional parameter defining a scaling value (different
from the default of 10) can be added to theser-config (This is also detailed below.) The name of
this parameter is of the form:

bg_par_yyy_force_scale_val_xxx

whereyyy is one of:atm, ocn, sed, andxxx is the tracer number (see below).

29 the forcingsdescribed here assume a newer (simplified) methodology for preschisaiggs This methodology
is enabled by settingsg_ctrl_force_oldformat=.false. This is set automatically as part of thenmuffin.sh shell
script beasue it is not the default parameter value.

For details of the "old’, fully 3D spatially-explicit forcing methodology, refer to ti@&@ENIE user-manual

3050 notes and annotations can be added if you wish.
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Atmosphere tracer forcings

Gas concentrations in the atmosphere can be restored to some given (time-varying or static) value,
or a flux (e.g.CQO,) can be prescribed.

There are 8 pieces of information required to define an atmosphere ®rcigy instance, to
restore the concentration of atmosphgi€O;,:

-START-0F-DATA-
03 t 0.1 £f t F 2 01 01 ’[carbon dioxide (C02) partial pressure (atm)]’
-END-OF-DATA

The required columns (space (or tab) separated) are:

0. TRACER NUMBER - refer to the tracer definition files/ienie-main/data/input for which
number corresponds to which tracer. Also Appendix II.
. Include a restoring forcing of tracer? [DATA FORMAT: 'T'/'F’ (t'/'f")]
2. Time constant of the restoring in year. [DATA FORMAT: real]
Typically 0.1 is adequately ‘fast’.
3. Include flux forcing of tracer? [DATA FORMAT: 'T'/'F’ (/)]
Note that in special cases of an inversion (data assimilation) it is possible to have both a
restoring and a flux forcing of the same tracer.
4. Scale flux forcing of tracer? [DATA FORMAT: 'T'I'F’ ('t'/'f")]
When defining spatial patterns of forcings, setting thistae ensure that the total forcing
applied is equal to the forcing scaling multiplied by the value in the time-series file.
5. Force ocean surface in equilibrium with atmosphere? [DATA FORMAT: 'T'/'F’ (t'/'f")]
This is a niche option that has hardly ever been used ... best avoid it ... so seftis £).
6. Make forcing uniform over this dimension (2 = 2D, 0 = point, ELSE spatially explicit forcing)
[DATA FORMAT: integer]
You could, in theory, restore of flux force at a specific location in the atmosphere. However,
since currently the atmosphere is homogenized every time-step, there is arguably little point
... So invariably this is set t? (for forcing uniformly across the 2D atmospheric grid).
If you were going to specify a specific location (which you are not), the final 2 data lines (#7
and #8) specify this as an (i,j) location on tmeiffin grid.
The final line is not read in and is used to help describe the selected forcing, e.g. by using the
real name of the tracer rather than just a number.

You can have as many forcings selected simultaneously as you like, with the caveat that if you
select an isotopic tracer, you will be warned at run-time if you do not select the corresponding bulk
tracer. e.qg.

-START-0F-DATA-

03 t 0.1 £ t F 2 01 01 ’[carbon dioxide (C02) partial pressure (atm)]’
04 t 0.1 £ t F 2 01 01 °[d13C C02 (o/00)]’

-END-OF-DATA

is a restoring forcing of botpCO, as well as its isotopic compositiod{eC), while the equvalent
flux forcing would look like:

-START-0F-DATA-

03 £ 0.1 t t F 2 01 01 ’[carbon dioxide (C02) partial pressure (atm)]’
04 £ 0.1 t t F 2 01 01 ’[d13C C02 (o/00)]’

-END-OF-DATA

and differs only in having for restoring, and for flux.

=

31pefined in the notes at the end of the file.
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Ocean fracer forcings

The format of ocean tracer forcings is very similar, with the exception of an additional (i,j,k) lo-
cation specified for the ocean depth level (assuming a point source of tracer forcing is required),
plus an (unusual) specifier for surface-only forcing. In brief, the required columns (space (or tab)
separated) are:

0. TRACER NUMBER - refer to the tracer definition files/ienie-main/data/input for which
number corresponds to which tracer. Also Appendix II.
1. Include a restoring forcing of tracer? [DATA FORMAT: 'T'/'F’ (t'/'f")]
Restrict restoring forcing to surface? [DATA FORMAT: 'T'/'F’ (/]
Thisis nolonger used and is replaced with the setting in column #6 (see below).
Time constant of the restoring in year. [DATA FORMAT: real]
Include flux forcing of tracer? [DATA FORMAT: 'T'/'F’ (t'/'f")]
Scale flux forcing of tracer? [DATA FORMAT: 'T'I'F ('t/')]
Force ocean surface in equilibrium with atmosphere? [DATA FORMAT: 'T'/'F’ (t/')]
This is a niche option that has hardly ever been used ... best avoid it ... so seFtliis ).
7. Make forcing uniform over this dimension (3 == 3D, 2 == 2D, 0 == point, -1 == SURFACE,
-2 == BENTHIC, ELSE spatially explicit forcing) [DATA FORMAT: interger]
See below for full explanation.
8. igrid location of point forcing [DATA FORMAT: interger]
9. j grid location of point forcing [DATA FORMAT: interger]
10. k grid location of point forcing [DATA FORMAT: interger]
— COLUMN END: TRACERDESCRIPTION
Not readin.

N

o0k w

The flag in column #6 sets the spatial attributes offtireing as follows:

3 —'3D’ —force the entire ocearolume uniformly

2 — 2D’ —force the entire ocean sade uniformiy?

1 —[currently there is no option for forcing a single ocean column]

0 —'0D’ —force a specified point in the ocean
-1 —'SURFACE’ - force with/to specified surface ocean pattern
-2 —'BENTHIC’ — force with/to specified benthic pattern
-3 — 'LEVEL - force a specific layer in the ocean with/to specified pattern
-4 —'SURFACE+BENTHIC’ — simultaneously force with/to specified (and sperate) surface and

benthic pattern

The default 8) specifies that the forcing is applied uniformly to the entire (3D) ocean volume.

Options3, 2, ando, as: uniform 352 (volume), uniform 2D (surface), and point forcing,
respectively, require no additional (spatial) information and only an additional file specifying the
time-dependent information for each forcing need be provided:

biogem_force_flux_ocn_xxx_sig.dat
for flux forcings, and

biogem_force_restore_ocn_xxx_sig.dat

32This is equivalent to specifying2 and then setting the ocean levi) s 16 (for a 16-level ocean).
33Note that here: '3D’ does not mean a spatially explicit 3D pattern and hence the original (‘old’) way of specifying
forcings but instead: that the forcing is applied uniformly in 3D space (i.e., is in effect a vdioriag).
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where:xxx represents the mnemo#fof the tracer (e.gDIC is dissolved inorganic carbonH4 is
methane, etc.).

Options-1 (SURFACE), -2 (BENTHIC) -3 and-4, require a 2D field to be provided, in addition
to the time-dependent information for each forcing. The grids for both are the same —i.e., all 'wet
grid points (non dry land) in the model. The filename for these 2D files is of the form:

biogem_force_flux_ocn_xxx_SUR.dat
for flux forcings, and

biogem_force_restore_ocn_xxx_SUR.dat

with BEN for the equivalent BENTHIC, anictV for LEVEL forcing selections.
For option-3, the grid level is set via the parameter:
bg_par_force_point_k

(e.g.bg_par_force_point_k=7) which by default is set to (which in fact is not a valid k-level
value ...).

34Note: Not the tracer number(!)
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Sediment tracer forcings

For sediment (particulatédrcings there is naestoring forcing In addition, theflux forcingsare
limited, with the choices being:

2 —'2D’ —force the entire ocean sade uniformly

0 —'0D’ —force a specified point in the ocean

-1 —'SURFACE’ - force with/to specified surface ocean pattern

-2 —'BENTHIC’ - force with/to specified benthic pattern

-5 —'SUB-BENTHIC’ — force with/to specified (sub-) benthic pattern

For option-2, particles are injected into the layer overlying the sediment surface, at each grid
point. However, the bottom-most layer is used in the numerical water column remineralization
scheme to 'park’ particles before they are added to the sediment surface, and particles present in the
benthic layer are assumed to have already interacted (reacted/scavenged) with and dissolved and
other particulate tracers in that layer. In other words, particles injected (flux forced) into the benthic
layer will not scavenge or react and will simply be added to the sediment surface (or reflected and
remineralized, for a closed system) at the next time-step.

Option -5 (chosen to avoid and hence not overlap and be confused with ocean flux of®ions
and -4), requests that particles are injected into the sub-benthic layer, i.e. the layer immediately
above the bottom most lay@r Particles to not react in the sub-benthic layer, but at the next time
step, settle through the benthic layer and allowing for a single time-step of reactions (e.g. scaveng-
ing) to occur between dissolved tracers in the benthic layer and the injected particles (and prior to
settling out of the water column and being incorporated into underlying surface sediments on the
time-step after that).

Note that although there is ho separaser-configscaling factor as exists for ocean and atmo-
sphere flux and restoring forcings, a 2D flux forcing pattern for particulate tracers (optign<,

-5) can still be scaled via the time-seriessig.dat) file, e.g. swapping the value ¢f 0 for -1.0to
make the flux negate

Sediment forcings are rarely used except to specify a dust flux to the ocean surface (in turn, to
provide dissolved iron), e.g.

22 t F -1 01 01 ’[detrital (refractory) material (wt%)]’

350r the surface layer, for the occasional situation of the benthic layer also being the surface layer (and the ocean only
being 1 layer deep).
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Forcing time-series and forcing value scaling

Once the forcing configuration files have been added/edited, you need one forcing time-series file
per defined forcing. These are namettigem_force_zzz_yyy_xxx_sig, where:

e 72z is eitherrestore or flux, and must align with the selection of restoring or flux forcing in the
forcing configuration line.
Note that if you have a special inversion forcing configuration with both restoring and flux
forcing, you will need 2 time-series files.
e yyy corresponds to the type of tracer — one of:
— atm
— ocn
— sed
e xxx is the tracer mnemonic, e.gCO2, DIC. Refer to the tracer lists.

The format of this file is:
~START-OF-DATA-

TIME(1) VALUE (1)
TIME(2) VALUE(2)
TIME(3) VALUE(3)
TIME(n-1) VALUE (n-1)
TIME(n) VALUE (n)
-END-OF-DATA-

with the values being linearly interpolated in time between the specified time-points. (Note that
only data in betweenSTART-0F-DATA- and-END-OF-DATA- is read in and e.g. you can add text
notes below this if it helps.)

For example:

-START-0F-DATA-
0.0 1.0
1.01.0

1.0 0.0
999999.9 0.0
-END-OF-DATA-

defines a unit flux starting at year zero and continuing at the same rate until year 1. At year 1 the
flux is reduced instantaneous to zero and held zero until a very long time in the future (here, year
999999.9). (Refer to the fossil fu€lO, emissions chapter for further examples.)

In muffin, the units of restoring ar@m (atmospheric tracers) anol kg1 (ocean), while fluxes
have units ofmol yr-1. For fluxes in particular that can become unwieldy can it can help to scale a

simple and generic unit forcing as per in the example, to create the actual flux. This is the purpose
of the optionaluser-configparameter

bg_par_yyy_force_scale_val_xxx

(see earlier).

To create and apply the forcing, muffin multiplies the interpolated value from the time-series by
the scaling (10 in value by default).

For example, for fossil fueCO, emissions flux forcing to the atmosphere, a convenience is to
assume the values in the time-series are uniBget yr 1, and then use the scaling parameter to
convertPgC yr1 into themol yr-* thanmuffin assumes, e.g.

bg_par_atm_force_scale_val_3=8.3333e+013
(where3 is the atmospheric tracer number fa€0,).
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Complications arise when specifying a spatial pattern of forcing, rather than uniform e.g. entire
atmosphere or surface ocean. When a spatial pattern option is defined (see earlier), an additional
file is required that defines the spatial pattern on the model grid. (See earlier for an explanation of
the file naming convention.)

Now, the forcing applied at each grid point, but default, is:

The value in the spatial pattern file at that locatienthe interpolated value in the time-series
file x the scaling parameter (if set different fralr0)

Often, it is convenient simply to specify a spatial pattern with jisshndos and not worry about
how they sum up and affect the total global flux. In this case, setting:

5. Scale flux forcing of tracer? [DATA FORMAT: 'T'/'F’ (/)]
to true re-scales the forcing at each grid point such that the global total is:

The interpolated value in the time-series fdaghe scaling paameter

Creating/adapting and/or combining forcings

How to create new forcings? The simplest is to take an existing forcing ... copy the diraotbry
rename it. Then modify it. Adding additional forcings is as simple as adding a new line to the
relevant (atm, ocn, sed) forcing configuration file, and then ensuring that a corresponding time-
series file is also added. The line in the forcing configuration file, and the corresponding time-series
file, can simply be copied from a different existing forcing (and then edited if need be).
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Add a salinity (freshwater adjustment) forcing

For a limited number of 'modern’ configurations (principallyrbe2 andwor jh2), a (e.g. Atlantic
-> Pacific) freshwatéP flux balance adjustment can be made by changing a single scaling parameter
(and/or adjusting 3 parameter controlling individual freshwater transfers). Refer to the tutorial
chapter on the modern AMOC for further details.

For non-standard modern continental configurations, or paleo configurations, to re-balance sur-
face freshwater fluxes requires that a 2D surfaceing is created. Refer to Chapt&B on Proxies
and Reconstructing the Past for a description of a pair of late Holocene and LGM configurations
which employ a 2D salinity forcing field in order to control the strength of the AMOC.

To re-balance surface freshwater fluxes you need to create a new, or modify an efagting,
You need a 2D spatial field and (scaling) time-series file:

e biogem_force_flux_ocn_sal_SUR.dat
e biogem_force_flux_ocn_sal_sig.dat
and inconfigure_forcings_ocn.dat, you set:

2 £f £ 0.1 t £ -1 01 01 01 ’[salinity (PSU)]’

which requests a flux forcing for salinity (trac2), with the -1 specifying that a 2D field for the
surface layer (only) will be used { == SURFACE).

Easiest is to sabiogem_force_flux_ocn_sal_sig.dat constant and scaled so as to convert units
from mol per grid pointyr! to Sy e.g.

0.0 1.10e+18
999999999.0 1.10e+18

In theuser-configthe additional scaling parameter:
bg_par_ocn_force_scale_val_2=0.4

can then be used to set the flux transfer in unitSwf

It then remains to devise the spatial patterbisgem_force_flux_ocn_sal_SUR.dat. The key here
is thatthe sumof all thegrid point values,shouldbe zero (unless you intend to have a net input or
loss of freshwater from the ocean and hence a globally decreasing or increasing mean salinity).

Where you want to remove freshwater from should have positive salinity flux values, and where
you wish to add the freshwater to, should have negative salinity values.

Finally, for the scaling (t&V) to work out, the valuesin the two regionsmustsumto one(losing
freshwater)andminusone (gining freshwater).

To create this 2D map — refer to the examples mentioned above. For the Holocene/LGM pair,
salinity is added to the entire North Atlantic (north of the Equator), and balanced by a salinity loss
in the North Pacific. (Note that the salinity forcing conforms to a mask that is common to both
Holocene and LGM land-sea masks.) For the Miocene-through-Holocene series, salinity input is
restricted to more extreme northern latitudes in the Atlantic (north of the isthmus of Panama), while
the balancing salinity removal is spread evenly over the entire remaining surface ocean. (Again, a
mask common to all continental configurations is used and so a salinity flux is only applied to grid
points that are 'wet’ in all continental configurations.)

36|n practice implemented by a (negative) salinity flux.
37Also seeuser-configs/MS/crichtonetal. CR2021 for further examples.
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Add a second salinity forcing

S0000000000 greedy! This really shouldn’t be allowed. (But it is, hence the manual entry ...)
Why would you even want do this? Well, you might want regions of salinity forcing to operate
independent of each other. For instance, a pattern of salinity that provides an AMOC-controlling
flux adjustment, together with a salinity forcing elsewhere that might vary in time, or simply to
simplify the additional forcing rather than have to combine it within the same spatial pattern file.
Or you might want 2 different patterns of flux adjustment that both vary in time and independently
of each other. A practical situation would be to have 2 flux forcings — one for the North Atlantic and
one for the Southern Ocean (independently controlling northern vs. southern soured deep water).
If you have already selected and configured a salinity flux forcing, then selecting (iasiee
config the blue numerical dye traceroen_colb (tracer number 49) and configuring a flfotcing
for this, will automatically be interpreted byuffin as a 2nd and independent salirfibycing. You
configure the spatial pattern and units scaling of the blue salioiging in exactly the same way
as for salinity. e.g. in the forcing fileonfigure_forcings_ocn.dat, you would have:

-START-0F-DATA-

2 f f 0.1 t £ -1 01 01 01 ’[salinity (PSU)]’
49 f f 0.1 t £ -1 01 01 01 ’[blue salinity (PSU)]’
-END-OF-DATA-

The filesbiogem_force_flux_ocn_sal_sig.dat andbiogem_force_flux_ocn_sal_SUR.dat can be sim-

ply copied and renamed wittblb replacingsal in the filename (and then edited as required).

Note that with the blue numerical tracer used for a second salinity forcing, if you want to also
diagnose water mass age, you will have to use the (new) single-tracer approach that only requires
the red numerical tracer. If so, set:

bg_ctrl_force_ocn_agel=.true.

Ensure that you have:

bg_ctrl_force_ocn_age=.false.

or simply do not list that parameter in thiser-configfile, otherwise the blue tracer will be used
along-side the red one to create a combined age tracer (and no additional salinity input will occur)
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Modify a dissolved Fe (dust) forcing

Dissolved iron, required in co-limitation of biological productivity in a numbeBMWGEM bi-
ological options (as well as IECOGEM), in the basic marine iron cycling schemes, is supplied
via dust deposited to the ocean surface. This is implemented as a sediment flux forcing (but to the
ocean surface rather than ocean floor) — the solid detrital component deposited to the ocean surface
is assumed to sink through the water column to the sediment séftface
For example -worjh2.RpCO2_Rp 13CO2.FeMahowald2006 — in addition to implementing a restor-
ing of atmospheripCO, and associated'C, applies a dust flux forcing on th@r jh2 continental
grid. The dust flux is activated itonfigure_forcings_sed.dat by the line:

22 t F -1 01 01 ’[detrital (refractory) material (wt%)]’

and the associated 2D surfagdlux distribution biogem_force_flux_sed_det_SUR.dat and time-
seriesbiogem_force_flux_sed_det_sig.dat files
To change the supply of iron to the ocean surface, it is as simple as changing the pattern of dust
flux, either by substituting a completely different field (e.g. using a LGM-derived dust flux field in
place of a present-day one, or using an idealized field, perhaps completely uniform or with a simple
regional pattern). Note that the units of flux to the oceamirffin aremol (dust)pergrid cell(!),
S0 some units conversion may be required in setting a particular dust (and hence iron) flux.
However, the default configuration of the solubility scheme for iron in dust employs a non-
linear relationship between dust loading and solutfifitand adjusts local solubilities to achieve a
specified global flux-weighted mean solubility, given by parameter:

bg_par_det_Fe_sol

The consequence of this is that if the dust flux is changed anywhere in the 2D field, all local (in each
grid cell) solubilities will change in order to retain the same global flux-weighted mean solubility.
To implement a globally uniform proportion change in solubility (and hence uniform % increase
or decrease in dissolved iron supply to the surface) is easy — by changing the specified global flux-
weighted mean solubility or the assumed (uniform) iron content of dust, but otherwise, not :(

Modifying the pattern of iron supply to the ocean surface is hence most easily accomplished
either by (1) creating a flux of iron in addition to a dust field (with its inherent global mean iron
solubility), or (2) completely substituting dust-supplied iron with an explicit dissolved iron flux to
the ocean surface that can then be more readily modified.

1. For the first option — sed&.4.1 Iron fertilization

2. For the second - first de-select the dust forcing — simply a matter of deleting the line in
conﬁgure_forcings_sed.do’r.41
Then create a 2D dissolvdek forcing — adding to theonfigure_forcings_ocn.dat file, the
line (for iron cycle schemesALT, OLD, FeFe2TL):

9 f f 0.0 t f -1 01 01 01 °[Fel’

(where the-1 specifies a surface ocean pattern of iron flux) file, OR, if you are using a scheme
involving the total dissolved iron tracée.g.hybrid, lookup_4D), adding:

38Dust may react with species in the water column and/or in the sediments, and/or act as a ballasting or scavenging
particle, depending on the options selected.

3%0ption 1 in 'COLUMN #03: make forcing uniform over this dimemsion’ in the config-
ure_forcings_sed.dat file.

4OInstead, you can select a uniform iron solubility by settibg: par_det_Fe_sol_exp=1.0

41Between the START-0F-DATA- and-END-OF-DATA- tags.
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90 £ £ 0.0 t £ -1 01 01 01 °[TDFel’

Check which iron scheme you are using and select the corresponding line to be adoed to
figure_forcings_ocn.dat. In theuser-configfile, the parameterbg_opt_geochem_Fe Speci-

fies the iron scheme.

Then ... you then just need to obtain the spatial field of dissolved iron flux to the ocean
surface that was calculated and applied in the dust-driven version. This can be found in
fields_biogem_2d netCDF variable:misc_sur_fFe ('Solulablized aeolian iron flux to sur-
face grid points’) in units ofmol Feyr-! (per model grid point).

From MATLAB or Panoply, copy the 2D array (table) of values, paste into a text file, and
save it aiogem_force_flux_ocn_Fe_SUR.dat (Or biogem_force_flux_ocn_TDFe_SUR.dat, de-
pending on which primary iron tracer is selected). You will also need a corresponding time-
series {_sig.dat) file. In creating the_SUR.dat Ensure:

e Thattheiron flux field is theright way up!!!! (It should be map-orientation, with North
upwards.) By default, newer versionskédnoply plot thegrid up-side-down.

e That it is not in MS-DOS/Windows format ASCII — the line-ending format must be
Unix (LF). DO NOT use Windows Notepad to create the file.
If you are unsure/concerned, from the directory containing the file, at the linux com-
mand line, type:
$ dos2unix biogem_force_flux_ocn_TDFe_SUR.dat

which will strip out any accidental CR characters.
e Ensure there is a blank line at the bottom of the file.

You should run a control experiment using the dissolved iron forcing, following on from the
dust-driven spin-up, to confirm you have corrected substituted the source of iron to the ocean
(and no changes in atmospheg€0; or global biological export flux (or any of the ocean
dissolved iron outputs) change.




22.8 HOW-TO ... force the system 393
Determine the CH4 flux required to achieve a particular atmospheric pCH4 value

Unlike the concentration of C£in the atmosphere, which if restored to a chosen value during a
spin-upexperiment, will remain at that value incantinuationexperiment (if no other perturbation

of the carbon cycle or CO2 emissions have been prescribed),rCtHe atmosphere decays with

a lifetime of ca. 8 years (with a small fraction dissolving in ocean surface waters and being oxi-
dized in the ocean). Hence, atmosphericsCGéktoredto a particular value in a spin-up, requires
that restoring to be maintained in aogntinuationexperiment or Cil will quickly decay to zero.
However, doing thisréstoringCH,4 concentrations), prevents the effect of éissions on being
assessed (as the atmospheric composition is being help constant).

An alternative would be carry out tlpin-upexperiment with n@estoringof atmospheric Cl (or
restoringto zero), and then run theontinuationexperiment with no Chlrestoring This would
enable e.g. Chlemissions experiments to be carried out and the change in atmospharin &+
sponse to be simulated. The problem here is that the lifetime qfiClhe atmosphere scales with

the CH, concentration. So in starting with no Glih the atmosphere, the GHifetime is relatively
short, and the response to ¢emissions will be underestimated.

What is in effect 'missing’ are the (natural) sources of CH4 to the atmosphere such as wetlands,
which at steady state, provide a ¢ftux that balances the oxidation rate of ¢id the atmosphere
(and ocean). cGENIE hasparameterfor this: ac_par_atm_wetlands_FCH4 (mol yr-1) (with

the isotopic composition of this source set by. par_atm_wetlands_FCH4_d13C). All that then
remains is to determine the flux of GHhat balances the rate of oxidative loss for the desired
atmospheric Chlconcentration. To do this:

1. Carry out aspin-upwith atmospheric Chirestoredto the desired concentratidA.

2. Determine the total loss rate of GKincluding both atmospheric oxidation and invasion (and
subsequent oxidation) into the ocean) — this is recorded itinfe seriegesults file:
biogem_series_focnatm_pCH4. res®,

3. Set thgparameterac_par_atm_wetlands_FCH4 equal to this value.

An example of a spin-up in which a prescribed (wetland’) flux of blthe atmosphere is set,

is described in:
cGENIE.Examples spin-upexampleEXAMPLE_p0055c_P04_CH4 _SPIN2

42For an example: see experim@iMPLE_p0055¢c_P04_CH4_SPIN described it GENIE.Examples
43second column (the value in units of mol yr-1)
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Determine the atmospheric radiocarbon flux required to achieve a steady state
14C system

First, you need to spin the system with the atmosphere restored to the e.g. pre-indtfirizlue
desired. There are two ways then to diagnose the equivdi@rftux:

1. Sum the total mol inventory a@&'“C in the ocean (as DIC) and atmosphere ¢ ®oth of
which can be found in the relevant time-series output. The radiocarbon decay rate multiplied
by the (steady state) inventory then gives the total decay, which of course is equal to the
cosmogenic input flux needed to maintain steady state.

2. Rather simpler, enabled by some recent output code changes, is simply to read off the reported
atmospheric flux forcing that is being applied to restore the atmospkiée@ value. The
relevant time-series output file is:
biogem_series_diag _misc_specified_forcing_pC02_14C.res

Once the balancingC flux value has been obtained, the namelist parameter controlling the
rate of cosmogenit*C production (by default, zero}c_par_atm_F14C
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Prescribe a time-varying history of radiocarbon production in the atmosphere

The original way for doing was this was to create a,dtDx forcing and give its3*C signature
an extremely positive value. However, inputs and outputs of isotopic compositiec®ENIE are
limited to being between -999 and +999 per mil. Prescribing a small flux oftG@e atmosphere
with a 514C of +999 per mil will not give an equivalent flux as if it were pdfi€ (hence needing
the calculation of the equivalent total G@ux with a +999 per mil signature).

There is now a simple hack (not yet extended to flux forcings of the ocean) to dBENIE to
interpret the value specified as 8*C forcing signature as an absolute flux (in units of molyr
rather than convert from a per mil notatimGENIE knows to use this alternative if the flux of @O
specified in the C@flux forcing is *identical* to the value given fd¥*C. i.e. in order to prescribe a
production rate of*C in the atmosphere sufficient to balance ocean-atmosphere carbon cycling (in
theCao et al.[2009] configuration of the model), instead of setting the atmosph&iproduction
parameter:
ac_par_atm_F14C=0.387E+03
One would now set an identical value @f387E+03 in bothforcingfiles:

biogem_force_flux_atm_pC02_14C_sig.dat
biogem_force_flux_atm_pCO02_sig.dat

(or equivalently, re-scale a unit flux forcing given in floecingfiles using thég_par_atm_force_scale_val_5
parameter in the example YiC (andbg_par_atm_force_scale_val_3 for bulk CQy)).
Selection of the requirefibrcingsin configure_forcings_atm.dat** then looks like this:
-START-OF-DATA-
03 f 0.1 t t F 2 01 01 ’[carbon dioxide (C02)]°’
05 f 0.1 t t F 2 01 01 ’[14C Cc02]°
-END-OF-DATA-

Now that**C production is being specified explicitly by means db&ing, one can easily then
implement a time-dependent changé4@ production.

44There is no need to specify!aC flux (ignore any warnings at start-up). Indeed, formally, there i5*@associated
with 14C production form N. Actually ... DO NOT add &3C forcing, just in case ...
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Prescribe an injection of radiocarbon-dead DIC
First ... abase-configvith 1C tracers is needed, e.g.,:
cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_ANTH

or

cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_ANTHFe

(with Fe co-limitation of marine biological productivity).
Then, in theuser-configan appropriatéorcing needs to be specified, e.g.:
pyyyyx_FDIC_F13DIC_F14DIC
and under the heading FORCINGS --, might look something like:
e Forforcing selection:

bg_ctrl_force_oldformat=.false.
bg_par_forcing_name="wor jh2_FDIC_F13DIC_F14DIC"

which prescribes a forcing of DIC plus its (13C and 14C) isotopes to the ocean (somewhere
or everywhere).
e Then:
bg_par_ocn_force_scale_val_03=0.0833el15
sets the flux (mol yr-1), which is equivalent to 1 PgC yr-1.
e To scale the isotopic composition:

bg_par_ocn_force_scale_val_04=-60.0
bg_par_ocn_force_scale_val_05=-999.0
for example gives -60 per mil for 13C like methane and 14C that is pretty isotopicalljdead
e By default in theforcing, the duration of the emission 1 year, and can be re-scaled (e.g.,
to 1000 years duration) by:

bg_par_ocn_force_scale_time_03=1000.0
bg_par_ocn_force_scale_time_04=1000.0
bg_par_ocn_force_scale_time_05=1000.0

¢ Finally — the emission location is specified by, e.g.:

bg_par_force_point_i=18

bg_par_force_point_j=26

bg_par_force_point_k=7
Alternatively, the DIC release can be made over the entire ocean floor or simply sections (or
depth intervals) of the ocean floor instead of a point source.

45Note this is on the scale of d14C not D14C
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Prescribe a spatial map of benthic tracer release
Flux forcingsto the ocean with a variety of different spatial attributes can be specified fartiiegs
specification file:configure_forcings_ocn.dat. As detailed in the notes to this file, there is a
flag (COLUMN #6) which sets the spatial attributes of ttoecing:

3 —'3D’ —force the entire ocean volume uniformly

2 —'2D’ —force the entire ocean surface uniformly

0 —’'0D’ — force a specified point

-1 —'SURFACE’ - force with/to specified surface ocean pattern

-2 —'BENTHIC’ - force with/to specified benthic pattern

-3 —'LEVEL - force a specific layer in the ocean with/to specified paftern

-4 —'SURFACE+BENTHIC’ — simultaneously force with/to specified (and sperate) surface and

benthic pattern

Options-1 through-4 require a 2D field to be provided. The grids for both are the same - i.e.,

all 'wet’ grid points (non dry land) in the model. Templates for these can be created as follows:

1. Open up th®IOGEMresults file:fields_biogem_2d.nc (any experiment).

2. Display the variablegrid_mask.

3. Selecttharray 1 tab (to display the actual gridded values rather than the color-coded map);
highlight the grid of values and then copy-and-paste to a text editor.

4. You should have a grid of values, with .0’ representing ocean, ansaN’ land. TheNaNs
can then be search-and-replacedt’ and you have a grid valid for either the entire surface

ocean or entire benthic surface.
From here:1s can be replaced s to remove unwanted locatiofis.
In the forcing configuration file, if theOLUMN #5 flag ('scale flux forcing of tracer?’)
is set to 't’, then the flux applied at each selected location is scaled such that the total applied flux

is equal to that given in thi@rcing time-signal file*®

46For k=k_max, this duplicates the SURFACE forcing.
4"This can be quite time-consuming and tedious and there is no particular short-cut :(
48The values in the forcing map need not be all 1.0 of course.
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Applying a geoengineering ’'liming’ flux to the ocean surface

[see geoengineering HOWTOQ]
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Prescribe a spatial map of geothermal heat input to the ocean floor

muffin provides a single parameter to set a uniform geothermal heat flux to the ocean floor:

# add a geothermal heat flux (W m-2)
bg_par_Fgeothermal=100.0E-3

(for which a plausible mean modern flux value would be & nT2 (100.0E-3), although it

should be notethatthe defultparametesettingis zero). Obviously, this parameter can be changed
(e.g. perhaps increased in value to represent higher heat flow on the earlier Earth ... or other
planets) and its importance to large-scale ocean circulation patterns and mixing (and further, to
cold extensive sea-ice climate states), explored.

However, other questions require spatial patterns of heat flow to be considered, such as from the em-
placement of magmatic provinces at the sea-floor, and/or the importance of the location of spreading
ridges and associated elevated localized heat fluxes. To address these, more flexibility than a single
uniform flux assumption is needed.

A pair of parameters are hence provided to implement an explicit 2D field of geothermal heat
input. Firstly:

# Use 2D geothermal heat input field?
bg_ctrl_force_Fgeothermal2D=.true.

specifies that a 2D field rather than uniform value is to be applied, and:

# Filename for 2D geothermal heat input field
bg_par_force_Fgeothermal2D_file=’worjh2.Fgeothermal.NULL’

specifies the filename itself — here a files of zeresijh2.Fgeothermal.NULL) based on the 3& 36
worjh2 modern ocean grid.
Whatever file is used, needs to reside in the directgmnie-biogem/data/input. The units
need to b&V nT?2,
What reasonable specific values might be, for a magmatic province or spreading ridge ... (com-
pared to a mean global value of 1®8V nT2 (100.0E-3) ...
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Force tracer conservation

Without sediments and an explicit representation of the fractional preservation and burial of settling
particulate matter reaching the seafloor, there is the question of what to 'do’ with this material. The
typical solution is to apply a reflective’ boundary condition whereby all settling particulate matter
reaching the seafloor is remineralized back to its respective dissolved components. This is enacted
by the default parameter setting:

bg_ctrl_force_sed_closedsystem=.true.

(Note that the local redox conditions at the seafloor are employed to calculate the consumption
and release of dissolved species associated with remineralization, as per is the case in the water

column.)
An exception to this is scavenged iron, which by default is removed from the system, controlled
by the parameter setting:

bg_ctrl_bio_NO_fsedFe=.true.

which prevents 'reflection’ of scaveng&e. This then requires that a new supply of dissolved iron,
e.g. at the surface in the form of a dust flux, is always applied to balance the loss at the seafloor of
scavengedre.

The major consequence of a reflective boundary condition, in addition to not being able to
simulate changing mass balance (between weathering inputs and sedimentation losses) and hence
inventories in the ocean, is that the forced return of dissolved species at the seafloor can potentially

exacerbate nutrient trapping and/or anoxia.
An alternative, is to re-route the reflective fluxes to the ocean surface (immediately overlying).
This can be achieved via:

bg_ctrl_force_sed_closedsystem=.true.
bg_ctrl_force_sed_closedsystem_SUR=.true.

and in order to retain a dissolved iron inventory in the ocean without having to prescribe a dust flux:
bg_ctrl_bio_NO_fsedFe=.false.

Notethatin calculatingthe remineralizatiorof particulatematterreachingthe seaflogrthe surbice
redoxconditionsareused(ratherthanthoseatthe seafloor). (The alternative (application of seafloor
redox conditions) would probably give similar results, given the likely rapid re-oxidation of reduced
species at the swate.)

Also note that these ne/ parametersettingsonly apply to a mufin configurationwithout the
SEDGEM model enabled.
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Set a specific ocean chemistry or saturation state

In the absence of a significant pelagic plankton derived deep-sea carbonate sink, the global burial
sink of CaCQ is likely to have been dominated by shallow water depositional environments. cGE-
NIE can represent something of these systems and the fundamental dynamical difference between
deep-sea pelagic and shallow water Ca@idks (the former is predominantly controlled by preser-
vation and input of G4, whilst the latter is primarily a function of primary production by benthic
calcifiers) by specifying particular shallow water grid cells as 'reefal’ (&®: Also in contrast

to the deep-sea pelagic Cag€ink, which is mechanistically simulated (both export production
and particularly early diagenesis and CaGidssolution within the sediments), the shallow water
CaCQ sink in cGENIE is heavily parameterized and is treated as little more than a function relating
deposition of CaC@(in units of mol cm2 yr—1) at each and every designated reefal grid point. A
parameter is provided:

sg_par_sed_reef_CaCO3precip_sf

that scales the CaGurial flux so as to achieve some desired global value, such as to balance the
global weathering rate. Unfortunately, the value of this parameter ia pabri known. Its value

(and hence sink strength) also depends on the ambient saturation state. Hence, from the outset,
the carbonate saturation properties of the ocean surface must be assumed and set. For the modern
ocean, this arises naturally from a system initialized with observed concentrations of ALK, DIC,
[Ca2+], etc. and (preindustrial) atmosphgieO,, and in conjunction with an adequate simulation

of the large-scale productivity of the ocean and recycling in the interior ocean.

For deeper in the geological past and particularly in the absence of an effective deep-sea pelagic
CaCQ buffer, ALK and DIC in particular a priori not known, although either sensitivity experiment
assumptions of the C{concentration required to generate a specific climate and/or proxy data,
can give some ideas @CO,. It is beyond the scope of this HOW-TO to discuss what geological
constraints can be applied in constraining surface ocean saturation (and hence, in conjunction with a
given weathering flux, to identify the value of the scaling parameter) but having identified a number
(as calcite or aragonite), there are three possible ways of setting an appropriate ocean chemistry:

1. To achieve a specific mean ocean surface saturation state: mean ocean ALK and DIC values
can be set consistent with assumptions regragi®@, and [C&"]. The parameters specify-
ing the initial mean ocean ALK and DIC concentratiopsr(ol kg™?) are:

bg_ocn_init_12=2.3630E-03
bg_ocn_init_3=2.244E-03

for their respective modern mean ocean values.

In order to estimate appropriate past concentrations for a gi@ and [C&'], trial and

error can be employed, aided by use of a carbonate calculator program such as CO2SYS,
although bearing in mind that the saturation conditions calculated in CO2SYS will be w.r.t.
the surface, while the 2 model initialization parameters are setting the mean ocean composi-
tion — ocean circulation and particularly biological productivity in the open ocean will create
an offset between mean surface and bulk ocean properties. Once a reasonable ocean satura-
tion state has been employed, the reefal Ca@€positional parameter can be played with

to (re)balance weathering and global burial, although if the initial guess is too far off, this
will need to be briefly iterative (as localized Cag@moval and burial will affect the local
saturation state and hence in tuurial).

Conclusion: do-able, but tedious.
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2. An alternative methodology, somewhat akin to how the system with a responsive deep-sea

pelagic CaC@buffer is configured, is to set the system 'open’, and allow the balance between
weathering and shallow water Cag®urial to set ocean chemistry (whilst restoripGO,

to a required value). This is potentially even more tedious, because the value of the scaling
parameter is not known. In fact, it is the scaling parameter that will set the mean ocean
surface saturation in order to balance weathering and shallow water {aal.

An acceleration technique can be used (§&%but the process is still iterative (and tedious).

A further provision is hence made in the SEDGEM module that will flux force the ocean with
Ca (and also DIC if requested) at each and every reefal cell if the local saturation state falls
below a specified target value. In this:

sg_ctrl_sed_neritic_reef_force=.TRUE.

will turn 'on’ the provision of a forcing of ocean chemistry towards a local saturation target,
sg_par_sed_ohmegamin

sets the saturation threshold, and

par_sed_ohmegamin_flux

specifies the flux in units of mol €a cm~2 per time-step at each and every reefal grid point.
Setting:

ctrl_sed_forcedohmega_ca=.false.

will enable the corresponding fluxes of ALK and DIC to be applied.

This methodology can be accelerated as per Se@fout with the downside that what is
being set in practice is the minimum saturation at any reefal grid point — i.e. one should
obtain a reefal grid point, typically at relatively high latitudes, with ambient chemistry close
to the specified saturation, with all other grid points characterized by higher saturation. There
is no simple way of deriving the global mean surface saturation in advance.

Having forced ocean chemistry (e.g. just by altering thé"Gand ALK input to the ocean)

and restored to a specified atmosphe@@0O, value, the value of the reefal Cag®urial
scaling parameter can be adjusted in order to balance weathering and global burial. A little
iteration may probably be required to get a good balance as the ompeting flux input and
CaCQ removal are very localized (at reefalls).

Conclusion: do-able, but does not give a simple-to-predict mean global saturation.

. With a desired global mean surface saturation value in mind, cGENIE can be configured to

determine the appropriate ocean ALK and DIC value directly.
In brief — a mean global saturation target value is set by the parameter:

bg_par_force_invert_ohmega

ALK, and if requested: DIC (and isotopes) and Ca, is fluxed evenly throughout the ocean
if the current ocean surface saturation value falls beneath the target, and not fluxed at all
otherwisé®.

An aragonite saturation value can be forced towards rather than calcite by setting:

bg_ctrl_force_ohmega_calcite=.false.

49A negative flux of ALK can be enabled, which would act to reduce saturation, by setting the following:
bg_ctrl_force_invert_noneg=.false.
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The setup for this is a little involved and involves specifying a particular forcing that cGE-
NIE identifies as requiring a saturation target to be matched and requires some additional
configuration.

An exampleuser-configo spin-up the ocean to a specified saturation value is provided:
EXAMPLE.p0251b.P04.SPINO

and described in the Examples chapter. A typical configuration would like like the following:

bg_par_forcing_name="pyyyyz.RpCO2_Rp13C02_FRALK_FDIC_F13DIC_FCa"
bg_par_atm_force_scale_val_3=2800.0E-06

bg_par_atm_force_scale_val_4=-6.5

bg_par_ocn_force_scale_val_3=1000.0E12

bg_par_ocn_force_scale_val_4=0.0

bg_par_ocn_force_scale_val_12=2000.0E12

bg_par_ocn_force_scale_val_35=0.0

bg_par_force_invert_ohmega=10.0

of which the first line sets the forcing (provided), the second line specifies the atmospheric
pCO, value to be restored to (and the 3rd its isotopic composition). Because the ocean is
either fluxed or not, depending on surface saturation compared to the target, how aggressively
the ocean is fluxed is set by lines #4 (for DIC) and #6 for ALK. The values showR%ae
approximately x10 global weathering for reference. The last line is the required mean ocean
surface saturation state. (Lines #5 and #7 set the isotopic composition of injected DIC, and
any associated Ca flux, respectively.)

In terms of methodology:

(a) This saturation restoring would be carried out in a closed system for typically 10 or 20
kyr, depending on whether an initigpin-upwas being used and how far off any guess
as to initial ALK and DIC is.
Depending on the reported global Cagiaurial rat@?, the reefal CaC@burial scaling
parameter is adjusted. This is also a good time if climate-dependent feedback is to be
used, to adjust e.g. the baseline mean global temperature.

(b) The saturation restorinfgrcing is replaced by a simple atmosphepC€O,forcing (or
none at all), and a short, perhaps just 1 kyr experiment is carried out with an open
system. Fine-tuning of the CaGurial scaling parameter is carried out (plus any
fine-tuning required to set an exact initial weathering flux).
(c) Along, open-systerapin-up likely accelerated (SectioP?) 3rd spin-up phase is con-
ducted with no forcing.
Exampleuser-configof this sequence are provideEX@MPLE.p0251b.P04.SPIN*). Note
that the 3rd phase of spin-up could be carried out with a prescgG€éy *plus* associated
isotopic composition if not already done so (e.g. as part of the phase #1 gdithep).
Conclusion: work-able.

50These values represent the *total* flux that distribution throughout the ocean relative to grid cell volume.
SISEDGEM file seddiag_misc_DATA_GLOBAL.res
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HOW-TO ... sediments and weathering
Overview

There are some complications involved in setting up sediment deposition and terrestrial weather-
ing, particularly when you add organic matter burial (and/or want to consider shallow sedimentary
systems rather than just open ocean/deep sea environments). There are also a lot of varying sub-
sections in this section and it would be easy to get lost/overwhelmed ... so what follows is a guide
to setting things up as well what the relevant sub-sections are.

Note in adance:if youonly wantasystencomprising wlcanicCO, outgassingt silicateweathering
+ carbonateveathering all balancedust by CaCQ; burial, thenyou aregoing to haw to accept

anisotopicallyunrealisticsignatureof terrestrialcarbonateslf however you want orgnic matter

burial (andweatheringaswell, this fixesthe terrestrialcarbonatesotopicissue.In this case you

areprobablygoingto wantto male useof a parameteblock sawedby SEDGEM to configureall

theweathering fluesratherthanmakingthe calculation yourself.

0. Creating/choosing a base-config

Before anything — you are going to needase-confignith SEDGEM and ROCKGEM
enabled (and if you want to accelerate spin-ups, &EMLITE ).

The mnemonics for these in the old-stydase-confignaming convention, areisg, _rg, and
_gl, respectively.

In the new style naming convention, they ageR, andG, respectively.

Several different examples bhse-configare given and used in this section:

e muffin.CBSR.p_worbe2.BASES
— a non-seasonal 3636, 8-level ocean, modern configuration equivalent to that used
in Ridgwell and HargreaveR007] but in the 'paleo’ file directory format.

e muffin.CBSRG.p_worbe2.BASES
(As above, but includes thHeéEMLITE module.)

e muffin.CBSR.p_worjh2.BASES
— a seasonal 36 36, 16-level ocean, modern configuration equivalent to that used in
Archer et al.[2009] but in the 'paleo’ file directory format.

e muffin.CBSRG.fkl_pp20.BASES —a non-seasonal 818>, 16-level ocean, concep-
tual configuration (single continent from pole-to-pole).
Includes theSEMLITE module.

e cgenie_eb_go_gs_ac_bg_sg_rg.worbe2.BASE (OLD format / naming convention)
— a non-seasonal3636, 8-level ocean, modern configuration as useRidgwell and
Hargreaveq2007].

e cgenie_eb_go_gs_ac_bg_sg_rg.worjh2.BASES (OLD format/naming convention)
— a seasonal 36 36, 16-level ocean, modern configuration as usedrher et al.
[2009].

Also see themuffingen chapter — Sectiod9.4 on page273 for how to create nevbase-
configs(including sediments etc.).

52Designed for rapid testing.
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1. Creating/choosing a basic user-config
Now ... you need aser-configo define your initial experiment (which will bespin-up.
To help you — again, some example files are provided and referenced in this Seston (
configfile-names startingXAMPLE are found in theyenie-userconfigs directory):
e EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1
—is the initial (1st stage) spin-up froRidgwell and Harvreagef2007]33
(There is also aSPIN2 2nd stage spin-upser-config)
e EXAMPLE.worjh2.Archeretal2009.SPIN1
— is the initial (1st stage) spin-up usedArcher et al.[2009]>*
(There is also asPIN2 2nd stage spin-upser-config)

In these old (non ’paleo’) format file structures, you had to specify the resolution of the
sediment grid in thauser-config plus sediment depth grid and files for defining areas of
reef’ and sediment core save locations, via a block of lines similar to:

# Sediment grid

SEDGEMNLONSOPTS="$ (DEFINE) SEDGEMNLONS=36"
SEDGEMNLATSOPTS="$ (DEFINE) SEDGEMNLATS=36"

# sediment grid options

sg_par_sed_topo_D_name="worbe2_topo.36x36"
sg_par_sed_reef_mask_name="worbe2_reef_mask.36x36"
sg_par_sedcore_save_mask_name="worbe2_save_mask.36x36"

(taking as an exampl&XAMPLE . worbe2.RidgwellHargreaves1997_S36x36.SPIN1).

In the naver ('‘paleo’ directory)file structure, the equivalent parameter settings are instead
included in thebase-configand the files referenced live in the correspondiggie-paleo
directory.

Corresponding examples of these are new formats are provided (filenames staftingnd
found ingenie-userconfigs/EXAMPLES):

e muffin.CBSR.p_worbe2.BASES.RidgwellHargreaves1997_S36x36.SPIN1 — is a
newer version of the initial spin-up froRidgwell and Harvreagef2007] that uses a
paleo directory format for boundary condition files (but is otherwise unchariged).
(There is also aSPIN2 2nd stage spin-upser-config)

e muffin.CBSR.p_worjh2.BASES.Archeretal2009.SPIN1
The 'paleo’ format version dfXAMPLE.worjh2.Archeretal2009.SPINT.
(There is also aSPIN2 2nd stage spin-upser-config)

> > The take-home message of the new 'paleo’ directory format is thethth@tparameters
defining the sediment grid resolution and 3 parameters defining sea-floor topography
and any 'reef’ vs. 'mud’ sediment depositional environments, are tidied away in the
base-configland ideally should not then be also duplicated inuker-config.

53Using thebase-configcgenie_eb_go_gs_ac_bg_sg_rg.worbe2.BASE
54Using thebase-configcgenie_eb_go_gs_ac_bg_sg_rg_itfclsd_161_JH_BASE
55Using thebase-configmuf fin.CBSRG. p_worbe2.BASES
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In addition to specifying the sediment topography (which in the new 'paleo’ format is now
set in thebase-confiy you need to define a water depth, above which any seafloor cells
not defined as ’reef’ will become 'mud’ depositional environment8®. The location of

any 'reef’ cells are defined by a mask- file: sg_par_sed_reef_mask_name (which in the
'paleo’ format is also set in thiease-confiyand which is typically all zeros (no reef cells) by
default. This depth is set in theser-config

# max cut-off depth for neritic (non deep sea) sediment grid points
# NOTE: sediment grid points shallower that this and not defined as reefal cells,
# are assumed to be ’mud’

sg_par_sed_Dmax_neritic=0.0

(in this particular example no 'mud’ cells are allowed, and if the reef mask is all zeros, all
seafloor grid points will be assumed to be 'deep sea’).

— To change the grid resolution or files — refer to the sub-section on4@e
— To add or configure areas of reef’ deposition, refer to the sub-section ordddge
— To change the mineralogy of reefal carbonate, refer to the sub-section oAlage

Finally, the above examples all adopt the basic parameter definitions as per the original pa-
pers. However, as detailed below, some of these parameter choices are unnecessary (e.g.
duplicating default values) and can be confusing at best. A set of exarspieconfigsare
provided to illustrate a 'clean’ and minimal set of parameter definitions.

e muffin.CBSRG.fkl_pp20.BASES.CaC03_burial.SPIN1,
muffin.CBSRG.fkl_pp20.BASES.CaCO3P0OC_burial.SPIN1,
muffin.CBSRG.fkl_pp20.BASES.CaCO3POCPOP_burial.SPIN1
— conceptual worlds with increasing complexity of buri@aCG;-only, CaCG; + POC,
andCaCQ; + POC + POP, respectively.’

Theseare aguablythe cleanesandbestannotated xamplesto work from.

e muffin.CBSR.p_worbe2.BASES.Corg_burial.simple.EXPT,
muffin.CBSR.p_worbe2.BASES.Corg_burial.dunne2007.EXPT
— which illustrate two different simply organic carbon preservation/burial schétnes.

56'mud’ is a sediment grid cell classification in the model that allows only organic matter preservation and burial (plus
detrital), with all carbonate assumed dissolved.

57All using thebase-configmuffin.CBSRG.fk1_pp20.BASES

58Using thebase-configmuf fin.CBSR.p_worbe2.BASES
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2. Choosing sediment accumulation/diagenesis options

The basic component of the sediment systems is detrital material and you always have this
solid component by default. The flux of material can either be taken from a spatial pattern of
dust flux at the ocean surface, in which case you need dalastg, or if you do noa priori

(e.g. in deep time) know the paleo dust flux, you can prescribe a fixed (in time) spatially
uniform flux directly to the sediment surface via:

# generic paleo detrital flux (g cm-2 kyr-1)

# NOTE: set to zero when applying a dust field

# (unless an additional detrital flux is required)

sg_par_sed_fdet=0.180

(which is a typical modern open-ocean Pacific value as well as being a representative Eocene
detrital accumulate rate value). (You can also have zero flux if you wish.)

In addition to a detrital flux that accumulates in the sediments, you can have any or all of (as
solid species): calcium carbonate, opal, organic matter. These are set by:
® sg_par_sed_diagen_CaCO3opt
which can be any one of:
— ’NONE’ — simply results in alCaCQ; reaching the sediment surface, dissolving.
— ’archer1991explicit’ (the default)
— ’ridgwell2001lookup’ — much faster than the default but cannot deal with non-
standard (paledylg/Caratios.
— ’ridgwell2001lookupvec’ (not currently used)
— ’ridgwell2001nn’ (not currently used)
— ’archer2002nn’ (not currently used)
— ’ALL’ — simply results in allCaCG; reaching the sediment surface, being pre-
served.
® sg_par_sed_diagen_opalopt
which can be any one of:
— ’NONE’ (the default) — simply results in all opal reaching the sediment surface,
dissolving.
— ’ridgwelletal20031lookup’
— ’ridgwelletal2003explicit’
— ?ALL’ —simply results in all opal reaching the sediment surface, being preserved.
® sg_par_sed_diagen_Corgopt
which can be any one of:
— ’NONE’ (the default) — simply results in all organic matter reaching the sediment
surface, being remineralized (oxic-only).
— ’simple’ — see sub-section starting on pafe
— ’dunne2007°’ — see sub-section starting on pade
— ’huelse2016’ — see sub-sectio??2.9.1on paget37.
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3.

NOTE:

NOTE:

NOTE:

Sediment mixing (bioturbation) options

Generally — to capture the more correct dynamics of ocean-sediment interaction and to sim-
ulate sediment records, you want to apply a mixing profile to the upper sediments layers.
If instead, you simply want to spin-up the system to achieve a balance between weathering
and sediment burial more quickly, or to equilibrate the surface sediment composition (more
quickly), it is best (quickest) to apply no mixing.

The later option is the simplest, and requires only setting:

# bioturbation

# NOTE: turn OFF bioturbation to equilibriate the system faster
sg_ctrl_sed_bioturb=.FALSE.

Alternatively, to apply mixing (biodiffusion) to the upper sediment layers:

# bioturbation
# NOTE: turn ON bioturbation to capture carbonate compensation dynamics
sg_ctrl_sed_bioturb=.TRUE.

which utilizes a non-dimensional profile read in from a“fleand which is subsequently
scaled by the parameter:

# scale (maximum) surface biodiffusion rate
sg_par_sed_mix_k_sur_max=0.15

in units ofcn? yr—1 (the default value is @5).
The alternative bioturbation option:
sg_ctrl_sed_bioturb_Archer=.true.

uses a different depth profile and scales biodiffusion as a function of ambient bottom water
[O2] andFeoc, following Archer et al.[2002].

As of a recent commitd669cd6), the default is:sg_ctrl_sed_bioturb_Archer=.false.
and hencaiser-configiles nolongerneedspecifythis setting each timé?

There is also an optioreg_par_n_sed_mix which prescribes how many sediment layers
are mixed often appears irser-configfiles. However, this invariably takes a value of
20, which is the default(!) ... andencealsoneedsotbe re-specified.

Finally ... previoususer-configsadditionally invariably specified a value for the minimum
biodiffusion coefficient §g_par_sed_mix_k_sur_min) when using theArcher et al.
[2002] scheme. This parameter definition is also redundadheedsot be specified.

The simplest parameter set for implementing bioturbation i$*:

# bioturbation

# NOTE: turn ON bioturbation to capture carbonate compensation dynamics
sg_ctrl_sed_bioturb=.TRUE.

# scale (maximum) surface biodiffusion rate
sg_par_sed_mix_k_sur_max=0.15

with all other parameters requiring their default values and hence need not be explicitly in-
cluded in thauser-config

59tself, given by the parameter: sg_par_sed_mix_k_name
60The Archer et al.[2002] scheme has not in fact been published with to date.
61post commitd569cd6
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4. Final (weathering) configuration and running the system

If you think you know, or simply want to explore, the rates of carbonate and silicate weath-
ering and volcanic outgassing, then you can go ahead asERGEM calculate the solute

loss axCaCQ; — ocean carbonate chemistry will progressively evolve and burial adjust un-

til the system eventually comes into balance with the weathering fluxes. The configuration
required for this is effectively the same as any of tlseiIN2 EXAMPLE user-confidiles.

This is the simplest possible approach.

If, however, you know the chemistry of the ocean (and perhaps biological export) as in the
modern ocean (or simply want to explore the consequences of changing ocean chemistry
and/or biological assumptions) then the recommended approach is R&lgerell and Har-
greaveq2007] and as per the pairedpPINT + *.SPIN2 EXAMPLE user-confidfiles 52

This is the more common methodology.

For the latter method, the paired sequencspifi-upsworks as follows:

(a) First-guess closed systerspin-up
If you havea priori knowledge of ocean chemistry, then obviously you do not want
this to drift (e.g. away from observations) during modpin-up A facility is provided
to always balance solutes lost through preservation and burial of e.qg.Cali@; by
instantaneously adjusting the global weathering flux such that it always tracks the burial
loss term. This is selected by:

bg_ctrl_force_sed_closedsystem=.true.

To utilize this methodology requires that tROKGEM module is used® Addition-

ally, for the spatial distribution of weathering flux calculatedRQKGEM to be re-
scaled (to balance the global loss rate), a non-zero weathering flux must be prescribed.
This could be derived from a previous closed system model experiment with no weather-
ing flux specified (diagnosing weathering from total gloBalCQ; burial as described
earlier), or from the literature, e.gRidgwell[2007] cites 20T mol HCO; yr=1, an

equivalentCaCQ; weathering rate of 10 molyr1:

rg_par_weather_CaC03=10.00E+12
Or ... the value can beompletelymade uf* (aslong asit is not zero). e.g.

muffin.CBSRG.fkl_pp20.BASES.CaC03_burial.SPIN1
(or muffin.CBSR.p_worbe2.BASES.SPINT or muffin.CBSR.p_worjh2.BASES.SPINT)®°

20,000 years is probably about the minimum practépah-uptime required. Primarily

—you are looking for convergence in the mean VEB%CO; value (averaged sediment
composition), which is recorded in tBSOGEM time-seriegile: biogem_series_sed_CaCO3.res.
This relatively short time to equilibrium is also aided by turning off bioturbation and
mixing of the sediments.

There are a few complexities if you want the burial of phosphorous in organic matter,
because the oced®O, inventory must also be balanced. Refer to the sub-section on
page412

62you may want to utilize a prior climate-only (or climate plus ocean-atmosphere carbon syitie)p(effectively,
SPINO) so that you start with stable circulation and ocean biogeochemical cycling.

83which in the original naming convention was indicated g in the base-confidilename, but now appears simply
as amk.

64whatever the global value is, will be re-scaled anyway ...

65the paleo file structure equivalentsRidgwell and Hargreavel2007] andArcher et al.[2009], respectively.
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(b) 2nd stage, open system spin-up
In an inorganic configuration configuration of weathering and sediment burial (e.g.
Ridgwell and HargreavegR007], Archer et al.[2009]), the prescribed weathering flux
(rg_par_weather_CaC03) is now revised and set equal to the diagnosed globalG;
burial rate (Total CaC03 pres (sediment grid)’) as reported in th6SEDGEM
module results fileseddiag_misc_DATA_GLOBAL.res.
In addition, anopen systermust now be specified in theser-config
bg_ctrl_force_sed_closedsystem=.false.

For this stage, 50,000 years is probably about the minimum pragpatuptime.
Again —you are looking for convergence in the mean V@8 G; value and it is up to
you to judge how long thepin-upneeds to be.
For a full description of how to set up the weathering parameters, see:
e The subsection:Set up a (silicate) weathering feedbaok page424 (this is suf-
ficient if your configuration does not include organic carbon burial).
e The subsection:Ihclude organic carbon buridlon page413for how to partition
the various weathering fluxes (if your system configuration includes organic carbon
burial).

As an example of a more complex partitioning of weathering fluxes into silicate vs. carbonate,
also see:

muffin.CBSRG.fkl_pp20.BASES.CaC03_burial.SPIN2

You can also accelerate the 2nd stage spin-up — see the sub-sActieferate the weathering-
sedimentation mass balance (GEMIiteon page432 An exampleuser-configs given:
muffin.CBSRG.fkl_pp20.BASES.CaC03_burial.SPIN2gl

This can also be used as a single-s&im-up although you need to know the weathering
fluxes in advance, and ideally you'd either run from a climate (and ocean biogeochemistry
spin-up), or run much much longer than, 800yr.
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Include shallow water carbonate depositional environments and burial

By default, the entire seafloor grid is consideredadeepseaand sedimentary diagenesis options

are provided accordingly. In practice, because the simple diagenesis options available, such as for
CaCQ (e.g. Archer[1991]; Ridgwell[2001]; Ridgwell et al. [2003]) tend not to be applicable

to shallower water and particularly high organic carbon delivery (especially in the case 056CaCO
diagenesis) environments, the deep-sea grid is restricted. This can be prescribed *hard’, by defining
the sediment grid to be invalid at shallow ocean grid points — a valg@e ®{m) in the SEDGEM

depth definition fil€® (e.g.worbe2. depth . 36x36x08). Or, and more flexibly, the entire ocean grid

can be defined as potentially valid (exgprbe2.depth.36x36x08.ALL) and SEDGEM directed

to treat any grid points lying shallower than a specific depth as shallow water sediments. As per
the previous discussion, this depth cut-off is set via the paramgt@ar_sed_Dmax_neritic (in

units of m below the ocean surface). A typical values.08’, which for an 8-level configuration

will exclude the shallowest ocean depth level from being included in the deep-sea sediment grid,
and for a 16-level ocean, it will exclude the two shallowest ocean depth levels.

Sediments that are not classed as 'deepsea’, are automatically classed as 'mud’, i.e. potentially
detrital and organic carbon rich. Such sediment locations currently have no option for carbonate
burial associated with them. Instead, a limited range of extremely simple and crude assumptions
regarding organic carbon preservation (and P regeneration) are provided. For a new, more mecha-
nistic representation of organic carbon degradation and burial in marine sediments and associated
biogeochemical benthic-pelagic fluxes see Se@R.1

Locations at which carbonate can be produced and preserved are classifesf’dscations.
Note that the assumption here is that carbonate is precipiced ay the seafloor and immediately buried,
rather than produced pelagically and allowed to settle first to the seafloor. A mask needs to be
provided® in order to define the cells which areef rather thanrmud The format of the mask
follows that of the sediment grid, except with values being eithér (reef) or 0.0 (other). Grid
points that are shallower than the depth cut-off and not associated with a value af. 0 in the
corresponding reef mask file, are classified asiud, otherwise they are consideredeef. (All
cells deeper than the depth cut-off are always considégeegseaegardless of the mask value.)

If can be a little tedious (not reallghat tedious) to create eeef mask than exactly matches

all the shallow grid points, sa parameter is provided to force all nondeepseayrid points
automatically to bereef. This is achieve by setting:

sg_ctrl_sed_neritic_reef_force=.TRUE.

Note that this parameter can also be used to force a patteeeibéells as defined by theef
mask, even if they lie deeper than the depth cut-off vafige far _sed_Dmax_neritic). (i.e. this
parameter in conjunction with & 0 in the reef mask will create ef grid point regardless of the
ocean depth and depth cu-off value.)

Additional information and tips on setting up shallow water sediment grids can be found in
some of the EXAMPLES (e.gEXAMPLE.p0251b.PO4.SPINO).

66Set by parametesg_par_sed_topo_D_name that must point to a file in:
cgenie.muffin/genie-sedgem/data/input.

67Note that the simple (esp. CaG@iagenesis schemes) arguably only applicable below depths of ca. 1000 m,
although even this is complicated by varying patterns of productivity across the ocean.

68The parameter name to set the reef masigispar_sed_reef _mask_name.
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Specify a particular carbonate mineralogy

Firstly — pelagic carbonate production and deep-sea sedimentary diagenesis is inherently assumed
to be (all) calcite. Currently there is no alternative option, nor mixed phase (including high-Mg
calcite) assemblage option.

Shallow water (neritic) carbonates, however, can be specified as either calcite (the default) or
aragonite, the difference being simply in which saturation state is used to calculate precipitation
and burial rate. Reefal carbonate precipitation assumed in the form of aragonite is simply set by:

sg_par_sed_reef_calcite=.false.
Obviously, the same scaling value as per for calcite cannot be used (aragonite will require a higher

scaling to achieve the same global CaCiepositional flux).

In terms of a spin-up to a specified saturation state (@2&) — an aragonite, rather than calcite
(the default) saturation value can be forced towards rather than calcite by setting:

bg_ctrl_force_ohmega_calcite=.false.
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Include organic carbon burial

There are several different ways of implementing organic carbon burialuiifin (all of which
requiring you to have thEEDGEM module included):

1. Specify a simple fraction of organic matter as assumed preserved and buried.
(This also allows for differentiating C vs. P burial, sa well as different fractional burial under
oxic vs. anoxic vs. sulphidic conditions).

2. Utilize the empirical flux-dependent schemebeinne et al[2007].
(This also allows for differentiating C vs. P burial.)

3. Implement the©OMEN-SED organic matter preservation/burial scheme — see Seeflon

All three schemes are applied to both 'deep sea’ and 'mud’ benthic grid-points, but not to grid-
points categorized as 'reef’. Scheme options #1 and #2 are summarized below.

1. Fixed fraction ('simple’)

A simple representation of organic matter preservation and burial, imposing burial of a fixed
fraction of the organic matter flux reaching the sea-floor. It is selected by specifying:

sg_par_sed_diagen_Corgopt=’simple’

(by default this parameter is set taone’)
However, there are a couple of complications/subtleties:
(a) The fraction can be different, depending on the redox conditions, which is controlled
by 3 parameters — one fraction parameter for each distinct redox environment:
® sg_par_sed_diagen_fracCpres_ox=0.0
for oxic conditions (defined g$i,g < [O2], when theH,Stracer is selected)
® sg_par_sed_diagen_fracCpres_eux=0.0
for euxinic conditions (defined dbl,S > [O,], when theH,Stracer is selected)
® sg_par_sed_diagen_fracCpres_anox=0.0
for anoxic conditions (defined 4€,] < 0, when theH,Stracer is NOT selected)
(b) You can also specify that the entire recalcitrant (fraction #2) organic matter flux is pre-
served and buried:

sg_ctrl_sed_diagen_preserve_frac2=.true.

(by default this parameter is setfalse)

(c) You can decouple the relationship betw&@andP preservation and burial, i.e. impose
preferential remineralization of phosphorous vs. buried carbon. For example, an 'open
system’ with respect to carbon (and isotopes) but 'closed’ for phosphorous.

There are 3 parameters, corresponding to the same redox zonations as defined above:
® sg_par_sed_diagen_fracC2Ppres_ox=0.0
® sg_par_sed_diagen_fracC2Ppres_eux=0.0
® sg_par_sed_diagen_fracC2Ppres_anox=0.0
Each parameter sets the relative return (as a fraction d? desociated with burie@.
i.e. a value of @ will return to the ocean all thE associated with burie@, while a
value of 10 (the default), will bury all the® associated with burie@, resulting in an
'open system’ for both elements.
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2. Dunne et al.[2005] scheme

This is the next simplest representation of organic matter preservation and fractional burial
of the organic matter flux reaching the sea-floor, and is based on the empirically-derived
equation oDunne et al[2005]. It is selected by specifying:

sg_par_sed_diagen_Corgopt=’dunne2007’

If necessary, the calculated fractional preservation and burRO&f can be scaled via:
sg_par_sed_diagen_fracCpres_scale

which is assigned a default value bfo. The maximum calculated preservation of organic

matter is capped at 100%. Otherwise, the fraction of organic matter that is preserved under
this scheme is solely a function of the organic matter flux to the seafloor.

By default, the phospherous component of organic matter is buried in the same proportion
as organic carbon. To enable preferential regeneration of phosphorous from the sediment
surface, an option is provided to apply an empirical (observational-based) parameterization,
taken fromwallmann[2010]. This option is specified by:

sg_ctrl_sed_diagen_fracC2Ppres_wallmann2010=.true.
which varies theC : P ratio of the remineralized fluxes (and hence @heP ratio of buried
organic matter) as a function of ambig@].%°

As implemented here, there is a maximum return of dissoReelative toC, and theC/P
ratio is never lower than 11 (i.e. an approximately 10-fold enhancement of regernenated
C when compared to a standard Redfield value of 106). This limit is set by:

sg_par_sed_diagen_fracC2Ppres_off

in "units’ of C/P."°

The sensitivity of preferential phosphate regeneration to ambient oxygenation can also be
adjusted. This is set by parameter:

sg_par_sed_diagen_fracC2Ppres_c0_02

and by default has a value corresponding ofiBED,. Increasing this value enhances the
preferential regeneration of dissolvBdbut does not affect carbon preservation and burial).
(Itis similar to, but not quite the same in the formulation, as a half-saturation constant.)

Note that when using the 'dunne2007’ scheme, in order to bury no organic phosphorous and
hence obtain a 'closed system’ just frone must set:

sg_ctrl_sed_dunne2007_remin_POP=.true.
This is an alternative to using:
bg_ctrl_force_sed_closed_P=.true.

which requires that a non-zeRO, weathering flux is set in order for weathering to always
track burial and hence close the systémn.

69 not set, theC : P ratio of the remineralized fluxes follows tfe P ratio of organic matter deposited to the sediment
surface and hence there is no preferential regeneration of dissolved phosphate uri@e} tmmditions.

"ONote that the dissolved phosphate return flux is ultimately capped to be no greater than the organic matter phospho-
rous rain flux to the sediment surface.

"INote that usingpg_ctrl_force_sed_closedsystem in conjunction withPOP burial also requires that a non-zero
PO, weathering flux must be set.
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For an open system with a silicate weathering feedback (see subsequent Section), you need
to balance anyOC and POP burial with weathering. Kerogen carbon is assumed to be
weathered along with silicate rocks and is defined as a ratio witG#e (+Mg?*) silicate

rock weathering flux:

rg_par_weather_CaSi03_fracC

(Refer to later for how to set this fraction in light of the need to achieve a carbon isotopic
balance of the system.)

Other weathered organic matter (kerogen) components are then defined as a ratio to the kero-
gen carbon weathering flu¥. For POP:

rg_par_weather_kerogen_fracP

which is the ratio of weatherddOPvs. POC.
Note that this ratio is not necessarily as simple as bu%@@i because some of the buried
POC might be balanced by enhanced volcabio, outgassing (see later).

Finally, note that because by default, the alkalinity associated with implicit nitrogen transfor-
mations is associated with phosphorous, any log¥@&ffrom the system througROPburial
must be accompanied by a negative alkalinity weathering flux equal @0 x PO,. Again,
the alkalinity associated with kerogen weathering is defined as a ratio with kerogen carbon:

rg_par_weather_kerogen_fracALK
Its value will typically be—16 times the value ofg_par_weather_kerogen_fracP.

Of coursejt wouldbe farsimplerto runwith noALK associatedvith implicit N transformations
(for any experiment). You could set this via:

bg_par_bio_red_PON_ALK=0.0
(the default is—1.0 and in the absence Niftracers, the alkalinity is associated with the uptake
and remin ofPOy instead).

Because this can all become quite a mess to set up, particularly if you also want to ensure
that weathering and sediment burial also balance in terms of carbon isds&i@GEM will
save a set of weathering parameter values that satisfy steady state

This block of parameters can be found at the end of thedieliag_misc_DATA_GLOBAL.res
in thesedgem sub-directory, under:

# --- ROKGEM USER-CONFIG --------
# NOTE: automatically generated by SEDGEM

From the results of your first stage (closed system) spin-up, you simply copy-past this block
of text into youruser-config replacing and and all existing weathering parameters (or paste
at the very end of thaserconfig).

You only need set the value of the annual mean land surface reference temeprature:

# weathering reference mean global land air surface temperature (oC)
# NOTE: you need to fetch this value from BIOGEM biogem_series_misc_SLT.res and replace xxx
rg_par_ref_TO=xxx

whose value you fetch from tHiOGEM output: biogem_series_misc_SLT.res

72ps an alternative, you can also specifip@4 weathering flux as a ratio to silicate rock weathering via:
rg_par_weather_CaSi03_fracC
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Exampleuser-config(in: user-configs/EXAMPLES) andbase-confidiles are given for the application
of both scheme, and are based on the<3 sediment resolution 'worbe2’ world configuration
of Ridgwell and Hargreavefl997]. These configurations also make use of a simplied grouping
of the various module configuration and boundary condition files, as used per used in the 'paleo’
configurations and described as part of tmgffingen documentation (see: Chapt).
To run the 1st and 2nd stage spin-ups describd&idigwell and Hargreave 997]:
./runmuffin.sh muffin.CBSR.p_worbe2.BASES EXAMPLES
muffin.CBSR.p_worbe2.BASES.RidgwellHargreaves1997_536x36.SPIN1 20000

./runmuffin.sh muffin.CBSR.p_worbe2.BASES EXAMPLES
muffin.CBSR.p_worbe2.BASES.RidgwellHargreaves1997_S36x36.SPIN2 50000
muffin.CBSR.p_worbe2.BASES.RidgwellHargreaves1997_S36x36.SPIN1

Examples (here, for 2000 years) for the two different simple organic carbon burial options, with
the marineP cycle 'closed’, but with carbon (and isotopes) 'open’ (there is carbon loss through
sedimentary burial) ... but effectively 'closed’ by the application of restoring boundary conditions
for atmospherigpCQO, andd*3C, are:

./runmuffin.sh muffin.CBSR.p_worbe2.BASES EXAMPLES

muffin.CBSR.p_worbe2.BASES.Corg_burial.simple.EXPT 20000
muffin.CBSR.p_worbe2.BASES.RidgwellHargreaves1997_S36x36.SPIN2

./runmuffin.sh muffin.CBSR.p_worbe2.BASES EXAMPLES
muffin.CBSR.p_worbe2.BASES.Corg_burial.dunne2007.EXPT 20000
muffin.CBSR.p_worbe2.BASES.RidgwellHargreaves1997_836x36.SPIN2

(and use asestart the 2nd stage spin-up dR{dgwell and Hargreave 997]).
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The results of the two different organic carbon burial configurations when run in the886ed-

iment resolution 'worbe2’ world configuration &idgwell and Hargreavegl997], are shown in
Figures22.1and22.2

Figure 22.1: Results of 'simple’ scheme with 10% assumed burial efficiency vs. the empirical
curve ofDunne et al[2007] (red line).

Figure 22.2: Model '"dunne2007’ scheme vs. the empirical cuni2uwfne et al[2007] (red line)

From the figures, it is noticeable that the 'simple’ scheme, in applying a uniform 10% organic
matter preservation efficiency, leads to a substantive over-estimation in the fractional preserva-
tion in the range of organic matter rain fluxes that are simulated in this configuration )although
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it should be noted that these are rain fluxeshte deep sea only). The 'dunne2007’ scheme,
while faithfully following the fractional preservation vs. flux relationship, also lacks the higher
rain fluxes observed in the modern ocean inEhene et al.[2007] and that are not reproduced

in the model. Because in these simple examples there are no shallow sedimentary locations, it is
likely that both schemes will underestimate global burial. (The carbon burial fluxes as reported in
sedgem/seddiag_misc_DATA_GLOBAL.res are: 0088 PgC yr! and 0027 PgC yr 1, respectively.

The latter is equivalent to a mean burial efficiency df%3.)

> > Note that this discussion is largely superseded by the provision of a block of calculated
parameter values in at the end of the fileseddiag_misc_DATA_GLOBAL.res that can then just be
copy-pasted into thaser-confign lieu of actually having to 'think’. (But you would be best advised

to read through this section anyway.)

Finally ... examples are provided as to how to configure a fully 'open system’ (excepting t#at of
The command-line usage for these examples is:

./runmuffin.sh muffin.CBSRG.p_worbe2.BASES EXAMPLES
muffin.CBSRG.p_worbe2.BASES.Corg_burial.simple.EXPTgl 200000
muffin.CBSR.p_worbe2.BASES.Corg_burial.simple.EXPT

./runmuffin.sh muffin.CBSRG.p_worbe2.BASES EXAMPLES
muffin.CBSRG.p_worbe2.BASES.Corg_burial.dunne2007.EXPTgl 200000
muffin.CBSR.p_worbe2.BASES.Corg_burial.dunne2007.EXPT

(Here — note that thbase-confighow selected thgemlite module and the experiments make use
of the previous experiments asstarts)

The important changes in thesser-configconcerns how volcani€0O, out-gassing fluxes,
and the carbon isotopic signature of weathered carbonates, are set.

In the basic (open-system) 3636 sediment resolution 'worbe2’ world configurationRifdg-
well and Hargreave$§1997], you would set up with something like:

#

# --- WEATHERING ------------m oo
#

# set a ’OPEN’ system

bg_ctrl_force_sed_closedsystem=.false.

# set CaCO3_weathering-temperature feedback
rg_opt_weather_T_Ca=.TRUE.

# set CaSiO3_weathering-temperature feedback
rg_opt_weather_T_Si=.TRUE.

# weathering reference mean global land surface temperature (C)
rg_par_ref_T0=8.48

#C02 outgassing rate (mol C yr-1)

rg_par_outgas_C02=5.58E+12

# global silicate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaSi03=5.58E+12

# global carbonate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaC03=5.58E+12

# d13C

rg_par_outgas_C02_d13C=-6.0

rg_par_weather_CaC03_d13C=12.0

where there are equal contributions of carbon to the ocean-atmosphere from v@&anout-
gassing an€aCQ; weathering, and to balance a 2nd stage spidig of CaCQ; burial of 34%,,
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you need a (unrealistic!p*3C of weatheredCaCQ; of approximately 1%, (Whereas ideally, it
might be close to 3% ...).

There are two ways of isotopically balancing the addition of organic carbon burial in the system
— either all via enhance@0, outgassing, or a combination of kerogen weathering and enhanced
CO;, outgassing. The calculation is presented for enha@®g outgassing only first, and then
combining kerogen weathering and enhanC#dy outgassing. The secondschemeis arguably
more realistic/better.
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1. EnhancedCO, outgassing only.
e 'simple
The organic carbon burial flux is@88 PgC yr ! and has a mean carbon isotopic sig-
nature (taken from the benthic rain flux) €23.1%.

If we start by balancing the bulk carbon mass budget and simply increase the rate of
volcanicCO, out-gassing to compensate for carbon loss through organic matter burial,
then outgassing becomes:

# CO02 outgassing rate (mol C yr-1)

# NOTE: add Corg burial flux (0.734717E+13) to 5.58E+12
rg_par_outgas_C02=1.2927e+13

The flux-weighted3C of the sinks (in units of mol Cx Y,) is:

7.35x —231+11.59%x 3.4

and must balance the input, which is now:

12.93x —6.0+5.58 x x

wherex is the isotopic signature of weather€dCGQ; and in this example has a value
of —9.5%, to achieve isotopic mass balance.

Note that this mass balance is done without any assumed weathering or organic (kero-
gen) carbon on land. Off-setting some of the enhar@@gd out-gassing with kerogen
weathering creates an more negative net input of reduced carbon and hence requires a
more positive carbonate carbon weathering signature.

e 'dunne2007

A similar calculation can be made for the mass balance of the 'dunne2007’ scheme op-

tion, which gives a @27 PgC yr! burial flux with a mean isotopic composition(taken

from the benthic rain flux) of-23.1%.

The required3C of weatheredCaCGQ; in this case ends up at abou?%,(!)
Note that under a topography with a higher shallow sediment area and hence a higher organic
carbon burial than 'dunne2007’ and 'worbe2’, you would end up requiring a less positive (or
negative) weatheredaCQO; isotopicsignature.
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2. Kerogen weathering plus enhance®€O, outgassing.

(Note that as of a recent commit, all the weathering parameters needed to balance the system
and configure a 2nd-stage spin-up, and provided as part SEti&EM output — file:
seddiag_misc_DATA_GLOBAL.res.”®)

The bulk carbon mass balance is:

I:out(Corg) + I:out(CaCOS) = FII"I(COZ) + I:|n(Corg) + I:ln(CaCO3)

and isotopically:

513Cout(Corg) X Fout(Corg) + 513Cout(CaCCB) X Fout(CaCCB) =
513Cin(C02) X Fin(coz) + 513Cin(Corg) X Fin(corg) + 513Cin(CaCCB) X Fin(cacos)
We can simplify things if we assume that: (1) the isotopic composition of weathered kerogen
is the same as newly buried organic matﬁscout((;mg)) and (2), the isotopic composition
of weathered carbonate is the same as newly b@&@i0; (6**Cyyycaccs)) ™
513Cout(Corg) X Fout(Corg) + 51300ut(CaCCB) X Fout(CaCCB) =
513Cin(C02) X Fincoz) + 513C0ut(Corg) X Fin(corg) + 513Cout(CaCO3) X Fin(cacos)
Further, the isotopic composition of buried inorganic (carbonate) vs. organic carbon in the
model can be related by a fixed offset,
a= 6lscout(Corg) - 513Cout(CaCCB)
Eliminating 3*3Cocorg) (= 3 *Coutcaccs) + @) gives:
(513C0ut(CaCO3) + C() X I:out(Corg) + 513Cout(CaCCB) X Fout(CaCCB) =
in(co2) X Fincor) + (8*Coutcacas) + &) X Fincorg + 0 *Coutcaccs) X Fin(caccs)
Now, assuming that a fractiog, of CO, outgassing, in addition to balancing silicate weath-

ering, also partly balances organic carbon burial, we can balance the reduced and carbonate
carbon fluxes as follows:

Foutcorg) = ¥ % Fin(coz) + Fin(corg)
Foutcaces) = (1—¥) X Fincor) + Fin(cacos)
and substituting, gives:

(8" Coutcacas) +a) X (V% Fncor) +Fincorg)) + 3 Couicacas) X ((1—¥) X Finicop) + Fn(cacas))

3%3Cincoz) X Fincoz) + (8*Couticacas) + ) X Fincorg) + 0 *Couticacas) X Fin(caccs)
Eliminating from both sides the term&3**Coyycaccs) + @) X Fin(corg) @ndd**Coyycacas) X
Fn(caccs), gives:

(8%3Couiicaces) + @) X (VX Fncoz)) + 0 Couticacas) * ((1—¥) X Rncoz)) = 8**Cincop) X
Fncoz)

Dividing by Fycoz) then gives:

(513Cout(0acaa) +a)xy+ 513Cout(0acaa) x(1-y)= 513Cin(002)
and hence

a x Y+ 8% ¥Coucaccs) = 0" °Cincor)

73But also note that the calculation of the provided parameter values mak8s @4 carbonate:silicate weathering
ratio assumption as well as that the isotopic composition of vol&a@icoutgassing is-6.0.
"4As a point of reference, the long-term Phanerozoic average value of-c492.
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Finally:

_ 38Cinicor)— 8 *Couticacen)
y= a
and hence:

_ 3"%Cinicop) — 0 *Coutcace)
O3C,utcorg — O *Coutcaces)

y

The value 0f3**Cj, cop) is prescribed in the model and is typicatyso.

513Cout(Cacos) is principally dependent on the assumed atmosph&H€. Its value can
be found in thesSEDGEM output directy inseddiag_misc_DATA_GLOBAL.res, and is typically
around 3,. Note thatseddiag_misc_DATA_GLOBAL res gives the burial flux weighted mean
&13C, which is different from either the mean sedim&®@C 53C reported in the8BIOGEM
time-series outpubiogem_series_sed_CaCO3_13C.res or the flux to the sediment surface:
biogem_series_focnsed_POC_13C.res (neither of which will lead to a correct global isotopic
mass balance).

The value ofa (61°C of buried organic matter minus tRE-3C of buried carbonate carbon)
in the model also depends on atmosph@iéC as well as ocean surface temperature and
atmospherigpCO, and is typically something like-279,,. The values you want for both
313Cout(corg) @aNdS™Cyycaccs) are reported ineddiag_misc_DATA_GLOBAL res.

The value you want foFiy corg) IS NOWFin(corg) = Fout(corg) — ¥ X Fin(con)-

Note that the calculated kerogen weathering might might be negative, in which case you
cannot balance the globalC budget in this way. To resolve this, increase @y burial

flux, and/or decrease tl&aCG; burial flux (and hence the silicate weathering flux), i.e. you
want more similar value for the global burial rate<33fy andCaCGs.

Taking the 'simple’ configuration as an example and 0.333, together with equal carbonate
and silicate weathering fluxes of#8T molyr—! (as before), volcani€O, outgassing is now
adjusted higher by a value equal x®.333 the organic carbon burial flux of3BT molyr!
(0.088PgCyr 1), to 558+ 2.44=8.02T molyr-1. Kerogen weathering, with a value equal to
x0.667 the organic carbon burial flux 89T molyr-1 —is now prescribed in theser-config
asaratio to thesilicateweathering flux:

rg_par_weather_CaSi03_fracC=0.87
(4.89/5.58) and with an isotopic composition equal to organic carbon buria#{o):
rg_par_weather_CaSi03_fracC_d13C=-24.0

In other words — in this example, we balance th@88PgCyr of projected organic carbon
burial with an additional ®29PgCyr! of volcanicCO, outgassing at-6%,, with the re-
mainder — 0059PgCyr* — balanced by kerogen weathering with the same (as organic carbon
burial) isotopic composition{24%).

To put it yet another way — with the weathering and burialCalCQ; isotopically balanc-
ing, we need to isotopically balances8T molyr-! of additionalCaCQ; burial sourced (in
terms of alkalinity supplied to the ocean) from silicate weathering, wiBmolyr-! of
volcanicCO, outgassing at-6%,. We do this by now removing.24T molyr-! of organic
carbon at-24%,, i.e. —6 x 8.02= 3 x 5.58+ —24 x 2.44. This implies that for any model-
projected organic carbon burial flux less thad4r molyr-!, the above assumptions are no
longer possible and e.g. the isotopic compaosition of weath@e€ii; must become increas-
ingly positive and larger thar3,. For any projected organic carbon burial flux greater than
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2.44T molyr~2, you simply balance the "excess’ burial with kerogen weathering of identical
(to burial) isotopic composition.

Theend.

As noted earlierSEDGEM will save a set of weathering parameter values that satisfy
steady state(at the end of the filseddiag_misc_DATA_GLOBAL.res in the sedgem sub-
directory). From the results of your first stage (closed system) spin-up, you simply copy-past
this block of text into youuser-configreplacing and and all existing weathering parameters
(or paste at the very end of thiserconfig).

However, note that for now, in making this calculation in the model and spitting out the
required parameter valuesilicate to carbonate weathering is assumed to be in a@: 3
ratio.”® The background to this (repeated later) is that modern continental weathering studies
generally partition the atmospher@O, consumption during weathering between silicate
and carbonate weathering in the ratiol2 Tmol CQ yr—1to 7—12Tmol CQ yr* (e.g.
Gaillardet et al. (1999), Ludwig et al. (1998), Amiotte-Suchet et al. (2003), Munhoven
(2002)). Assuming that (1) all silica®O, consumption is associated wifle?* and that for
silicate weathering, 2mol CQ, are consumed for everyrhol C&* released, but (280,

is consumed only in a 1:1 witBaCGQ; in carbonate weathering, and (3) that a simple mean
estimate ofCO, consumption from the literature range i§@ol CQ yr—! ... leads to an
approximate 2:3952 : 9) splitin riverineCa?* supply between silicate vs. carbonates.

75Obviously you can still do the calculation by hand and make whatever assumption you see fit.



424 Chapter 22. HOW-TO (experiment)

Set up a (silicate) weathering feedback

First ... ensure that the system is 'open’ (i.e. ocean chemistry can evolve depending on the balance
between weathering and burial):

# set an ’OPEN’ system
bg_ctrl_force_sed_closedsystem=.FALSE.

To create a temperature (only) dependency for the weathering of carbonate and silicate rocks
on land, the following two parameter values need to be set (for carbonate and silicate weathering,
respectively):

# set CaCO3_weathering-temperature feedback
rg_opt_weather_T_Ca=.true.
# set CaSiO3_weathering-temperature feedback
rg_opt_weather_T_Si=.true.

(by default they are bothfalse.).

A prescribed reference temperature governs the dependency of weathering on climate change
and modifies the solute fluxes from weathering scaled (non-lineary) to the deviation of mean global
land surface temperature from the reference temperature. The mean global surface air temperature
over land is given in th&IOGEM time-seriesfile biogem_series_misc_SLT.res and is set
equal to the reference temperature parameter:

# weathering reference mean global land air surface temperature (C)
rg_par_ref_TO

The baseline (unmodified) solutes fluxes from terrestrial weathering, in unitmbfr 1, are
set by the parameters:

# global carbonate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaC03
# global silicate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaSi03

for carbonate and silicate weathering, respectively. At steady-state (no climate perturbation) and
assuming no other sources of dissolved calcium to the ocean, these must sum up to the total global
CaCQ burial flux, found in the file:

seddiag_misc_DATA_GLOBAL.res (in the genie-sedgem results sub-directory).

Now, to balance the silicate weathering component (and assuming no organic carbon weathering
or burial), volcanic CQ@ out-gassing must be assigned a value equal to silicate weathering flux. This
is specified by the parameter:

# CO02 outgassing rate (mol C yr-1)
rg_par_outgas_C02




22.9 HOW-TO ... sediments and weathering 425

Even in the absence of organic carbon weathering and.or burial, there are a variety of ways in which
the total weathering flux (equal to total Cagurial at steady state) can be split between carbonate
and silicate weathering and hence a value for volcanig @f@-gassing assigned:

1. All solutes could simply be assumed to be derived from carbonate weathering (which is the
default assumption in open system experiments without a weathering feedback), e.g.:

rg_par_weather_CaC03=10.0E+12

rg_par_weather_CaSi03=0.0

for a hypothetical example with 10 Tmolyt total global CaC@ burial.

In the example, no volcanic G@ut-gassing is prescribed (because there is no silicate weath-
ering to consume it.

2. Silicate and carbonate weathering could also be assumed to be split evenly, e.q.:

rg_par_weather_CaC03=5.0E+12
rg_par_weather_CaSi03=5.0E+12

(again for a hypothetical example with 10 Tmotyrtotal global CaC@ burial).
Volcanic CQ out-gassing then needs to be set equal to the baseline silicate weathering flux:

rg_par_outgas_C02=5.0E+12

This is the simplest implementation of the silicate weathering feedback, e.g. as wsed in
et al.[2015].

3. A more (modern) realistic’ partitioning can be made as follows.
Modern continental weathering studies generally partition the atmosgb@siconsumption
during weathering between silicate and carbonate weathering in thexafid mol CQ yr 1
to 7—12Tmol CQ yr—1 (e.g. Gaillardet et al. (1999), Ludwig et al. (1998), Amiotte-Suchet
et al. (2003), Munhoven (2002)). Assuming that (1) all silica@®, consumption is as-
sociated withCa?* and that for silicate weathering, Znol CQ, are consumed for every
1 mol C&" released, but (23O, is consumed only in a 1:1 witBaCG; in carbonate weath-
ering, and (3) that a simple mean estimat&€ah consumption from the literature range is
9Tmol CQyr~1... leads to an approximate 2:8(: 9) splitin riverineCa?* supply between
silicate vs. carbonates.
For our hypothetical 10 mol yr of total globalCaCQ; burial, we then have:

rg_par_weather_CaC03=6.0E+12
rg_par_weather_CaSi03=4.0E+12

and:
rg_par_outgas_C02=4.0E+12

A slight difficulty arises because setting the reference temperagingar_ref _TO equal to the

mean global land air surface temperature, only gives rise to weathering fluxes exactly equal to
the reference parameter valueg (par_weather_CaC03 and rg_par_weather_CaSi03) for a
non-seasonally forced climate. Because weathering is non-linear in climate (here just temperature),
a seasonally forced configuration of the model with give rise to slightly modified weathering fluxes.
The result is a slight drift in atmosphep€O, and climate, even after a fairly long (100s of kyr)
spin-up or alternatively, you end up with a very slightly different steady sg€, value than
intended after a ca. 1 Mapin-up

"8Unless you have an additional e.g. hydrothermal source of calcium (and alkalinity) to the ocean, when you need an
additional source of C&©to balance this.
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The reason is that long-term climate and hep€&®; is controlled by the silicate weathering
component of total weathering, not total weathering. Under a seasonally forced rather than annual
average climate, the non-linearity in the weathering response to temperature deviations means that
silicate weathering will generally slightly exceed volcanic £@ut-gassing. AtmospheripCO;
and with it global temperatures will hence be gradually drawn-down until net (carbonate) carbon
removal exactly matches the rate of new (volcanic) carbon input

The imbalance between silicate weathering and volcanig @®gassing is given in thBlO-

GEM output file:biogem_series_misc_exweather_Ca.res, which records the absolute excess

of weathering compared to out-gassing, in units of mat'Og ! as well as a percentage. In an
open systertnot a closed one!), this excess needs to be adjusted 'close’ (how close? sub 1 percent
or 0.1 Tmol C&" yr—1, certainly) to zero. This adjustment is done by running a short (a few or 10s

of years) experiment, reading off the excess weathering value, and doing one of the following:

1. Adjust the reference temperature paramegepar_ref _TO — to a lower value if there is an
excess of silicate weathering over out-gassing, or

2. Adjust the reference silicate weathering paramegepar_weather_CaSi03, or
3. Adjust the volcanic C@out-gassing flux parameteg_par_outgas_C02.

An exact adjustment can be made for the second and third possibilities, with the easiest being
to reduce the out-gassing flux value by the amount of excess weathering. For the first option, a
couple of iterations will typically be required in order to determine the new reference temperature
value that gives rise to a silicate weathering balance. Regardless of which of the 3 options, the total
weathering flux, given in the BIOGEM time-series fil€ogem_series_diag_weather_Ca.res,
will now be slightly different from the required burial flux. This either requires that the value of the
reference carbonate weathering parametgrfar_weather_CaC03) is how slightly adjusted, or
that a slightly different global carbonate burial flux is allowed.

4. Probably best/easiest, is to simjmyore this and live with a slight initial drift in atmo-
spheric CO,. If you use the block of calculated parameter values at the end of thedile
diag_misc_DATA_GLOBAL.res this is what you will get (assuming you have seasonal insolation
forcing — the problem does not exist if there issgasonality).

Finally, you need to consider the carbon isotopic mass balance of the system. If the carbon isotopic
signature of volcanic C&out-gassing is assigned a value of e.g. %0then thed'3C of weathered

CaCQ is simply set in order that flux weighted isotopic inputs equal the ndé@a@ of carbonate

burial, which as given in thBIOGEM time-seriedile: biogem_series_sed_CaCO3_13C.res as well

as in theSEDGEM summary file:seddiag_misc_DATA_GLOBAL.res (better). The values reported

in the 2 files very slightly differ because tBeOGEM time-seriesaverage excludes very lowt%
sediments and weights the average witl carbonate content, while tt#2£DGEM estimate is

burial flux weighted (and hence more appropriate for use in mass balance calculations).

For example, assuming equal fluxes of 5 Tmot¥for both weathering components and for
volcanic CQ out-gassing set at -6)g, and ... assuming a mean carbonate buwiaC of %0,
would require:
rg_par_outgas_C02_d13C=-6.0
rg_par_weather_CaC03_d13C=12.0

Of course, in reality organic carbon burial is important and including it would enable a much more
realistic value of weathered carbon&€C to be set ... which was discussed previously.
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Have some weathering components fixed and others climate-dependent

By default, when carbonate and/or silicate weathering feedbacks are selected (sé24page
rg_opt_weather_T_Ca=.true.

rg_opt_weather_T_Si=.true.

then the fluxes of all (selected) tracers (e.g. nutrients, trace elements) that are associated with
carbonate/silicate rocks. also vary with climate. For example, is pyrite is selected(as a solid tracer),
then the weathering fluxes of sulphur (dsS or oxidized asSOf[) and iron to the ocean will
co-vary with silicate weathering.

Options are provided to decouple bulk carbonate and silicate weathering from their 'daughter’
tracers such that e.g. one could have varying silicate weathering (and@@gceonsumption) but
a fixed rate of pyrite weathering, or, fixed silicate weathering by varying pyrite weathering.

1. Invariant bulk carbonate/silicate weathering
Although the carbonate/silicate weathering feedbacks themselves can be turned off, this
means that the weathering fluxes derived from all the 'daughter’ tracers will also be climate
invariant. Instead, 2 parameters are provided that will keep carbonate/silicate weathering in-
variant, but allow the weathering of 'daughter’ tracers to vary in response to climate change.
These are:

e rg_opt_weather_fixed_CaC03=.true.
which will keep the fluxes oDIC, ALK, andCa&* associated with the weathering of
carbonate rocks, invariant.

e rg_opt_weather_fixed_CaSi03=.true.
which will keep the fluxes o€a?+ andSiand the consumption &0, associated with
the weathering of silicate rocks, invariant.

Note that climate-responsive rates of carbonate/silicate weathering are still calculated, just
not applied to the weathering of the parent rock.

2. Invariant daughter tracer weathering
The options for retaining climate-responsive changes in carbonate/silicate parent rock weath-
ering but keeping daughter tracer weathering invariant, are:

e rg_opt_weather_fixed_Li=.true.
Fixes (maintains invariant)i assumed associated wibth carbonate
(rg_par_weather_CaC03_fracLi) and silicate f{g_par_weather_CaSi03_fracLi)
parent rock weathering.

e rg_opt_weather_fixed_Sr=.true.
Fixes (maintains invarian§r assumed associated whibth carbonate
(rg_par_weather_CaC03_fracSr) and silicaté’ (rg_par_weather_CaSi03_fracSr)
parent rock weathering.

e rg_opt_weather_fixed_0Os=.true.
Fixes (maintains invariantpsassumed associated witloth carbonate
(rg_par_weather_CaC03_fracOs) and silicate {g_par_weather_CaSi03_fracOs)
parent rock weathering.

"Including subdivision into granite and basalt.
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rg_opt_weather_fixed_kerogenC=.true.
Fixes (maintains invariant) kerogen carb@C) weathering fluxes assumed associated
with silicate g_par_weather_CaSi03_fracC) parent rock weathering.
rg_opt_weather_fixed_kerogenP=.true.
Fixes (maintains invariant) kerogen phosphord®8")"® weathering fluxes assumed
associateavith silicate ¢g_par_weather_kerogen_fracP*rg_par_weather_CaSi03_fracC)
parent rock weathering.
rg_opt_weather_fixed_kerogenS=.true.
Fixes (maintains invariant) kerogen sulpht$ weathering fluxes assumed associ-
atedwith silicate fg_par_weather_kerogen_fracS*rg_par_weather_CaSi03_fracC)
parent rock weathering.
rg_opt_weather_fixed_FeS2=.true.
Fixes (maintains invariant) pyrite weathering (and derived fluxd4,&f(or SO}[) and
ALK) assumed associatedth silicate ¢g_par_weather_CaSi03_fracFeS2) parent
rock weathering.
rg_opt_weather_fixed_CaS04=.true.
Fixes gypsum) weathering (and derived fluxeS@§~ andCa?*)®° assumed associated
with carbonatefg_par_weather_CaC03_fracCaS04 parent rock weathering.
rg_opt_weather_fixed_FeC03=.true.
Fixes (maintains invariant) siderite weathering (and derived fluxes®of andDIC) as-
sumed associatedith carbonatefg_par_weather_CaC03_fracFeC03) parent rock
weathering.
rg_opt_weather_fixed_CabP043=.true.
Fixes (maintains invariant) apatite weathering (and derived fluxBs@é*, andALK)
assumed associatedth silicate g_par_weather_CaSi03_fracCa5P043) parent rock
weathering.

e rg_opt_weather_fixed_Si02=.true.
Fixes (maintains invariant) silicad4SiO,) weathering fluxes assumed associatéith
silicate frg_par_weather_CaSi03_fracSi) parent rock weathering.
8And  for backward compatibility, ~also non-kerogen phosphorous associateith  silicate

(rg_par_weather_CaSi03_fracP) parent rock weathering.

"9Note that these weathering flux components are independent of any apatite weathering.

80Note that gypsum weathering is neutral w.r.t. alkalinty.

8INote that by default, bulk silicate rockC&SiQ;) weathering does not release dissov@dunless a ratio
(rg_par_weather_CaSi03_fracSi) is explicitly set.
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2D(!) weathering

ROKGEM contains one 0D and two 2D weathering schemes. In the OD scheme, prescribed, global
baseline weathering fluxes from terrestrial carbonates and silicates (scaled according to climate
conditions if chosen) are distributed across coastal grid cells according to calculated run-off. In
2D weathering schemes, weathering fluxes are a function of local run-off and are calculated for
specific lithologies. For each lithology its abundance in each land grid cell as well as the scaling
factor with run-off need to be prescribed. Furthermore, the relative contributions of the weathering
of each lithology to the terrestrial fluxes of Ca and Si have to be specified. The resulting weathering
fluxes can then be scaled to achieve desired total terrestrial inpD&& ofind alkalinity, and altered
according to temperature and plant productivity.

Two 2D weathering schemes exiGEM_C02 based on the Global Erosion Model for CO2 fluxes
(Amiotte Suchet and Probft995F?) andGkwM, based on the Gibbs and Kump Weathering Model
(Bluth and Kumgd1994F2; Gibbs and Kum1994F*; Gibbs et al.[1999F°). These two weath-
ering models primarily differ in the assumed functionality between runoff and weathering flux, the
underlying distribution of lithologies and whether all granites are treated equally or are divided into
felsic and acidigranites.

Each weathering scheme requires consistent sets of lihtological abundance maps (one map for each
lithology) and weathering parameters specific to the assumed functionality between weathering
fluxes and run-off and lithology abundances. These input files (for the pre-industrial Earth system)
are provided ingenie_rokgem/data/input/

In order to activate either of the the 2D weathering schent&d, €02’ or ‘GKWM’, the respec-
tive input folders have to be set in thger-config
rg_par_weathopt=">GEM_C02’ #or ’GKWM’
rg_par_lith_data=’GEM_C02’ #or ’GKWM’

(as an example folGEM_C02").

e rg_par_weathopt — prescribes whicROKGEM subroutine is used to calculate the weath-
ering flux, as well as the name of the file which contains the names of all relevant lithology
abundance maps and the file with the corresponding weathering parameters.

e rg_par_lith_data — provides the name of the folder which contains the lithology abun-
dance map. (And optionally, alsa;g_par_lith_data_2 andrg_par_lith_data_3, all
strings will be concatenated IROKGEM .)

The provided lithology maps might not exactly match theffin land-sea-mask. With the fol-

lowing to parameters, the lithology maps can be trimmed tartb&in land area and the remaining
lithology abundances can be re-scaled to preserve the total amount of each weathered lithology:

rg_truncate_to_land=.true. #or .false.
rg_scale_to_landarea=.true. #or .false.

82Amiotte-Suchet, P., Probst, J. L. (1995). A global model for present-day atmospheric/soil CO2 consumption by
chemical erosion of continental rocks (GEM-CO2). Tellus B, 47(1-2), 273-280.

83BJuth, G. J., Kump, L. R. (1994). Lithologic and climatologic controls of river chemistry. Geochimica et Cos-
mochimica Acta, 58(10), 2341-2359.

84Gibbs, M. T., Kump, L. R. (1994). Global chemical erosion during the last glacial maximum and the present:
sensitivity to changes in lithology and hydrology. Paleoceanography, 9(4), 529-543.

85Gibbs, M. T., Bluth, G. J., Fawcett, P. J., Kump, L. R. (1999). Global chemical erosion over the last 250 my;
variations due to changes in paleogeography, paleoclimate, and paleogeology. American journal of Science, 299(7-9),
611-651.
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It can then be chosen whether the weathering fluxes calculated based on run-off and weathering
parameters should be scaled:

rg_calibrate_weath=.true. #or .false.
and how this scaling should be done:

rg_calibrate_weather_GEM_C02_CaC03=1.122913136 #example value
rg_calibrate_weather_GEM_C02_CaSi03=0.484189947 #example value

or:

rg_calibrate_weather_GKWM_CaC03=1.122913136 #example value
rg_calibrate_weather_GKWM_CaSi03=0.484189947 #example value

Furthermore, additional dynamic scaling according to environmental conditions can be applied,
either as a global average using the same parameters as in the 0D weathering scheme, or spatially
explicit using the following parameters:

rg_opt_calibrate_T_2D=.true. #or .false., temperature
rg_opt_calibrate_R_2D=.true. #or .false., run-off
rg_opt_calibrate_P_2D=.true. #or .false., productivity

If any of these environmental scalings are used, the folders containing the reference maps and
base patterns for the calibration need to be provided, e.g.:
rg_par_ref_TO_2D="
rg_par_data_TO0_2D="’

Finally, the calculated weathering fluxes can be altered by specifying local weathering regimes
(i.e. whether local weathering is energy or transport limited). This requires the respective option to
be set ‘true’ and the name of the weathering regime mask:
rg_opt_weath_regimes=.true. #or .false.
rg_weath_regimes="’

2D maps of the weathering fluxes are generateabsasor netCDF files if the following options
are setto.true.:
rg_opt_2d_ascii_output=.true.
rg_opt_2d_netcdf_output=.true.

There are several ways in which the 2D weathering schemes can be adapted to Earth system con-
figurations other than the pre-industrial.

1. Scaling the total Ca and Si input from weathering.
The 2D weathering schemes extrapolate weathering fluxes from local run-off and lithology
abundance and characteristics. The resulting global flux€s®f, DIC and alkalinity can
be scaled by constants which are then applied to the local inputs transfeBEIGEM .

2. Changing weathering parameters.
The constants which individualize the parameterized relationship between run-off and weath-
ering flux for each lithology, as well as the relative abundance of carbonates and silicates
in each lithology, are specified in &SCIl file named:rg_par_weathopt + _consts.dat in
cgenie.muffin/genie-rockgem/data/input, and withrg_weathop being the identifier of the
chosen 2D weathering scheme.
The content of the default files provided for pre-industrial Earth system configurations is
taken from Table 2 it€olbourn et al.[2013F®.

86Colbourn, G., Ridgwell, A., Lenton, T. M. (2013). The rock geochemical model (RokGeM) v0. 9. Geoscientific
Model Development, 6(5), 1543-1573.
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3. Providing different lithology abundance maps.
New lithology abundance maps require the creation of a new foldeignie muffin/genie-
rockgem/data/input/ named according to the formaithologies_ + rg_par_lith_data®’ + res-
olution, with thelith_data parts of the name matching those prescribed iruger-confidgile
andresolution being the horizontal resolution of the maps, written e.g36a36%8.
This folder should then contain one map for each lithology covered by the chosen 2D weath-
ering scheme as an ASCIHgt) file.

By default, the 2D weathering schemes only calculate weathering flu@egof alkalinity and DIC
(and including®C and'“C ). Any other tracer needs to be added to the 2D weathering schemes
before their marine inputs can be calculated based on the specified lithology maps.

For exampleQs, 18’0Osand®80swere added to the 2D weathering schemes with the simplify-
ing assumption thaDs supply from weathering scales to run-off via the same functionality that is
parameterized for the weathering DIC fluxes. The local weathering fluxesafid its isotopes can
then be calculated by scaling the local rates of carbonate and silicate weathering with the prescribed
abundances dDs 18’Osand'®0sin the respective lithology.

These abundances are prescribed ircthgnie muffin/genie-rokgem/data/input/rg_par_weathopt
+ _consts.dat input files, which have been extended to include the abundar©s @blumn 5), the
1870s/1880s of Osin this lithology (column 6), and it880s/1°20s (column 7). For the simulation
of Os weathering fluxes with a 2D weathering scheme showdloff et al.(2021), it was assumed
thatOsis predominantly derived from basalt and organic shale weathering'®fe/280ssigna-
tures of these lithologies were derived fram et al. (2017F° andDubin and Ehrenbrink2015§°,
respectively, and th@sabundances were set in such a way that the total Os flux akd@s/*80s
are equal to those prescribed in the 0D weathering simulatioAsloff et al.(2021).

87And similarly forrg_par_lith_data_2, rg_par_lith_data_3, ...

88The horizontal resolutions of the maps andmaffin configuration have to match!

89y, X., Kendall, B., Stein, H. J., Hannah, J. L. (2017). Temporal record of osmium concentrations and 1870s/1880s
in organic-rich mudrocks: Implications for the osmium geochemical cycle and the use of osmium as a paleoceanographic
tracer. Geochimica et Cosmochimica Acta, 216, 221-241.

90pubin, A., Peucker-Ehrenbrink, B. (2015). The importance of organic-rich shales to the geochemical cycles of
rhenium and osmium. Chemical Geology, 403, 111-120.
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Accelerate the weathering-sedimentation mass balance (GEMIite’)

Also see The FAQ Chapter.

NOTE: The principal assumption underlying accelerated time-stepping is that the gradients in the
ocean, including nutrients and hence also the biologinaip,do not change. Weathering products

are added (and sedimentary burial removed) uniformly to the ocean, which is treated as a single
box. Acceleration is hence for when you have a 100% spun-up circulation and biological pump,
and just want to accelerate the bass balance of long-lived trace element and isotopic tracers (such
asCa, Sr, li etc.). And ... with care ... in accelerating the long taiCgd, weathering draw-down.

A (pseudo) module is providedGEM1ite’ which provides a means of much more rapidly solving

the weathering-sedimentation mass balance — i.e. the long-term (>10 kyr) carbon cycle processes
and feedbacks. The motivation behiGEM1ite is the stark disparity between the time-scales of
ocean circulation and biological pump (ca. 0.1-1000 years) and those of sedimentation and weath-
ering ( 2-20 kyr) and particularly the silicate weathering feedback (>100 kyr). This makes running
cGENIE to an open system steady state (with or without the silicate weathering feedback) challeng-
ing. Is there any way of 'accelerating’ the calculation of the ’long tail’ [Archer et al., 2009] of the
CO2 curve (e.g. in response to fossil fuel CO2 emissions)?

The philosophy is as follows: the long-term weathering-sedimentation processes are effectively
just an imbalance between the supply of solutes via weathering and preservation and burial of esp.
carbonates in deep-sea (and shallow) marine sediments. For a small imbalance between weather-
ing and sedimentation, atmospheric pCO2 and climate (and hence the solute flux when including
weathering feedbacks) will only change very slightly. For long intervals characterized by only a
small imbalance in weathering-sedimentation the key assumption is made: Ocean circulation and
the biological pump, and hence the *gradients* of dissolved species in the ocean can be considered
*invariant*. Hence, for the purpose of solving weathering-sedimentation over an intervals of time:
The ocean can be treated as a *single box*. It further assumes that: The ocean is initially in equi-
librium with the atmosphere (w.r.t. CO2). (This latter assumption does place important limitations
on under what circumstanceBsMlite can be employed to accelerate experiments.)

This is whatGEM1ite does — it solves for weathering-sedimentation and applies the mass dif-
ference *uniformly* throughout the ocean (as if it were a single box), hence preserving the tracer
gradients in the ocean. It also (optionally) calculates and re-partitioning of carbon between ocean
and atmosphere. Because ocean circulation and the biological pump etc. do not have to be re-
calculated, the accelerated quasi box-model phase can be calculated very considerably faster than
the "full’ model. Obviously, if atmospheric pCO2 and hence climate are changing at an appreciable
rate then the assumption of invariance in ocean tracer gradients breaks down and it is not 'safe’ to
apply the accelerated calculation. Similarly, appreciable changes in nutrient inventories will affect
the biological pump and hence also change tracer gradients.

The key to employingEM1ite, in addition to knowing when it is appropriate/not appropriate
to employ it, is to decide what balance of accelerat&t{ite) time-stepping vs. normal (full
system update of ocean circulation, biological pump, etc.) time-stepping to employ. This division
is implemented by creating a sequence of accelerated vs. non-accelerated time-stepping. This can
be done in one of two ways:

1. Fixed sequence.
By default,GEM1ite will employed a fixed, pre-determined sequence of accelerated vs. non-
accelerated time-stepping. The parameters to specify this sequencing are:
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ma_gem_notyr — Which sets the number of years (the assumed time-stegMifite) for
'normal’ time-stepping.

ma_gem_yr — Which sets the number of years for accelerated time-stepping.

For instance: iha_gem_notyr=50 andma_gem_yr=50, you would have a sequence with 50
years of full updating, followed by 50 years of accelerated.

For instance: iha_gem_notyr=10 andma_gem_yr=90, you would have a sequence with 10
years of full updating, followed by 90 years of accelerated.

etc.

Note that the GEMlite cycle phase of 'normal’ time-stepping is *always* done first.

Also note that choosing e.gna_gem_notyr=10 andma_gem_yr=100, while appearing a
desirably simple ratio, would result in the change-over point in cycle phase (to accelerated)
occurring at the end of year 10, 120, 230, 240, etc. — something that might affect/influence
your choice of data saving pattern (i.e., the sequence of time-points for time-series and time-
slice data saving).

By default, the parameter values angi_gem _notyr=999999 andma_gem_yr=1 meaning

that in practice you will never get to the end of the 'normal’ time-stepping phase. Note that
these parameters ardegers (setting real numbers, e.g. 0E6 will not work ...).

2. Adaptive sequencing.
Here,GEMlite attempts to be clever and optimizes the ratio between the duration of each
phase of the cycle.
The motivation for this is that often in model experiments, environmental parameters will
tend to change faster at the beginning of an experiment compared to towards the end. Fos-
sil fuel CO2 release and its long tail of declining pCo2 is a good example of this. Obvi-
ously this complicates the choice of a (fixed) ratio of cycle phases — 100:100 (or more likely:
1000:1000) might not lead to too much degradation of the simulation, but you would only
gain a speed advantage of x2 for the experiment as a whole, which if 100-1000 kyr in total
duration, is still going to be | o n g. On the other hand: 10:90 would give you a factor almost
x10 increase in overall speed, but would seriously degrade the simulation during the initial,
rapidly changing environment following CO2 release.
In adaptive sequencing, time-stepping is adjusted via 2 criteria:

¢ In the normal time-stepping phase, if the rate of change of pCO2 is *more than* a
specified threshold over any one year, then the total duration of this phase is extended
by one year.

¢ In the accelerated time-stepping phase, if the total change in pCO2 since the last nor-
mal phase is *less than* a specified threshold, then the total duration of this phase is
extended by one year.
The resultis that the phase durations are always a minimum of the valuesmsepleys_notyr
andma_gem_yr. If it is 'unsafe’ to switch to accelerated mode, because pCO2 is changing
rapidly, then the model stays in normal mode. If it is safe to stay in the accelerated mode,
because pCO2 has not changed much in total during the phase, then the model stays in the
accelerated phase.
The parameter names are default values for the two thresholds are:

e ma_gem_adapt_dpC02dt=0.1 (ppm yr-1)

e ma_gem_adapt_DpC02=1.0 (ppm)
but these will not necessarily be the ideal of any particular experiment (and some trial-and-
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error ma be called for). Adaptive time-stepping is enabled by setting:

ma_gem_adapt_auto=.true.

(by default itis. false.).
The switching between normal (non accelerated) and accelerated phases is saved in a time-
series filebiogem_series_misc_gemlite.res

As a further refinement, the accelerated phase can be set to be relatively short to begin with,
but gradually increasing in length. The parameters controlling this are:

ma_gem_yr — the initial accelerated phase duration
ma_gem_yr_max — the maximum accelerated phase duration
ma_gem_adapt_dgemyr — the (minimum) fractional increase in duration each cycle (or 1.0
yr, whichever is greater)

A reasonable set of parameters would be:

ma_gem_notyr=10

ma_gem_yr=10

ma_gem_yr_max=990

ma_gem_adapt_dgemyr=0.05

ma_gem_adapt_dpC02dt=0.10

ma_gem_adapt_DpC02=0.01

ma_gem_adapt_auto=.true.
ma_gem_adapt_auto_unlimitedGEM=.false.

Finally ... you will need abase-confighat hasGEM1ite enabled. This actually requires nothing
more than the addition of a couple of lines (tbase-confidile):

ma_flag_gemlite=.TRUE.
which can go e.g. near the start of the file un#le#ENIE COMPONENT SELECTION. Plus:
ma_kgemlite=xx

which can go e.g. under TIME CONTROL AND TIME-STEPPING.

Here,xx will depend on the time-step assumed in the base-config. This is likely to be &thie
standard for mosbase-configsor 48: for low resolution and faster model configurations, which
typically have. t48 in their filename. By convention, | nani@ase-configincludingGEM1ite with
_gl,

€.0.cgenie_eb_go_gs_ac_bg_sg_rg_gl.p0000c.BASESLi.t48.config

but you can name BobTheLeglessPony for all | care.

Themost important thing is to ensure you are not seriously degrading model fidelity (of carbon
cycle simulation) by your adoption and configuratiorGafilite.

Testdifferent assumptions of how the time-stepping phases are scheduled and compare (of possible)
against a full experiment in whigkEM1ite is not used.

It is important to recognize that when the model switches into the GEM phase, it assumes
all ocean tracer gradients are fixed, and updates only ocean composition as a whole according to
weathering vs sedimentation imbalance (and also tries to re-equilibrium ocean and atm). As part
of this, the flux to the sediments is taken from the average of the last year of the preceding normal
phase, and fixed. This also means that the d13C of the CaCO3 deposited to the sediments is fixed
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... even if the ocean d13C is being updated and changing ... So, basically you lose the feedback that
leads to d13C converging as sinks balance (weathering and volcanic)’thputs

The solution is to not run in the GEM phase for such long intervals — instead giving the normal
phase a chance to make a brief update of ocean gradients and also d13C of export flux. BUT, if
pCO2 hardly changesGENIE runs the risk of staying in the GEM phase for ever (ish)!

A further option:gem_adapt_auto_unlimitedGEM sets whether GEM is allowed an unlimited
phase duration or not. By default it ifalse.. This means that the maximum GEM duration is
limited to the normakem_yr parameter. Also, if excessivgpCQOy) drift occurs, the model will
immediately switch to the normal phase.

By default then:
e gem_notyr specifies a MINIMUM duration for a normal phase..
e gem_yr specifies a MAXIMUM duration for a GEM phase.

Values ofgem_yr much less than 100 are not advisable as you will not reestablish a new equilibrium
gradient of tracers in the ocean in that time.

91Adjusting the fluxes themselves during the GEM intervals would break the underlying assumption inherent in the
acceleration approximation.
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Run the sediments at higher resolution (as compared to the ocean grid)

By default (as set in théase-confidile in ~/cgenie.muffin/genie-main/configs) the SEDGEM
sediment grid is configured at a resolution 0fx386 (and on an equal area grid), by:

SEDGEMNLONSOPTS=">$ (DEFINE) SEDGEMNLONS=36"
SEDGEMNLATSOPTS="$ (DEFINE) SEDGEMNLATS=36"

Several data input files are required BgDGEM consistent with the specified grid:

e A mask, which specifies the sediment grid locations (if any!) at which sediment cores (see:
Ridgwell[2007]) are to be generated at:

sg_par_sedcore_save_mask_name="sedgem_save_mask.36x36"

The example provided on SVN contains some illustrative locations set (Byfar cores to
be generated.

e The required sediment grid topography (bathymetry):
sg_par_sed_topo_D="sedgem_topo_D.36x36"

This particular grid is derived from observed bathymetry and excludes sediment locations
shallower than the surface ocean layer (of the 8-level model) as descriliédgwell and
Hargreaveq2007].

As described irRidgwell and Hargreave2007], SEDGEM can be sub-gridded to a resolution of
72 x 72 (equal area). Thillowing namelisipparameter additions are necessary touber-config
file:
e SEDGEMNLONSOPTS=’$ (DEFINE) SEDGEMNLONS=72"
SEDGEMNLATSOPTS="$ (DEFINE) SEDGEMNLATS=72’
sg_par_sed_topo_D="sedgem_topo_D.72x72"
sg_par_sedcore_save_mask_name="sedgem_save_mask.72x72"
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... OMEN-SED

Quick background®?

In the original version of cGENIE, (particulate) organic matter (OM) reaching the bottom of the
ocean is completely remineralized, instantaneously releasing dissolved carbon and nutrients (i.e. a
reflective boundary approach). Thus the cycles of OM and associated nutrien)safe@losed.

The remineralization of OM occurs either in the deepest ocean cell (if SEDGEM is not coupled)
using the terminal electron acceptors (TEA) available or within the SEDGEM module assuming
all OM is respired using oxygen thus completely neglecting the characteristic redox zonation in
marine sediments and its impacts on marine nutrient and carbon cycles. As this reflective boundary
approach does not simulate any OM-related burial fluxes it overestimates benthic recycling fluxes
and does not allow for direct comparison of model output with the sedimentary record.

In order to overcome these limitations the new, one-dimensional, numerically efficient early di-
agenetic modedDMEN-SED has been developed and was coupled to cGENIE (Hulse et al. [2018]).
OMEN-SED is the first analytical diagenetic model to explicitly describe OM cycling as well as as-
sociated dynamics of the most important TEAs (i.ex , O3, SOy), related reduced substances
(NH4, H2S), the full suite of secondary-redox reactions, macronutrients)(B@ associated pore
water quantities (ALK, DIC). Thus, OMEN-SED captures most of the features of a complex, nu-
merical diagenetic model, however, its computational efficiency allows the coupling to global Earth
system models and therefore the investigation of coupled global biogeochemical dynamics over
different timescales.

Couple OMEN-SED to cGENIE

base-config

As the new Organic Matter ENabled SEDiment model is a sub-moduleEAIGEM and you
might want to balance simulated burial fluxes with appropriate (or arbitrary) weathering fluxes

usingROKGEM both modules need to be enabled. Thus ensure that at the toplmdskeconfig
file the following flags are set:

ma_flag_sedgem=.TRUE.

ma_flag_rokgem=.TRUE.

user config

The default version of OMEN-SED is selected by setting:
sg_par_sed_diagen_Corgopt = ’huelse2016’

Because the nitrogen cycle is not modeled explicitly in the current versiBh@EEM alkalinity
(ALK) is directly linked to uptake and remineralization of POsing the standard 16:1 N:P ratio
(compareRidgwell et al.[2007]). Because ALK irODMEN-SED is tied to the remineralization of
OM we now also tie ALK inBIOGEM to POC by setting the following namelist flag:

bg_ctrl_bio_red_ALKwithPOC=.true.

In the following experiments we assume the simplest scenario and focus on OM burial alone, i.e.
neglecting any CaCg¢burial (hence also no CaGWeathering rate). Therefore, respective CaCO
diagenesis options are setN®NEand.false.and weathering fluxes are specified as 0.0 (an alter-
native closed-system setup withd®OKGEM also exists and will be described at a later stage).
As we now employ OMEN-SED to calculate benthic recycling and burial fluxespem system

must be specified in theser config

92Thijs section was written by Dominik Hillse. Any complaints/suggestions should be directed to him:
dominik.huelse@ucr.edu or dominik.huelse@gmx.de.
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# sediment diagenesis options
sg_par_sed_diagen_CaCO3opt="NONE"
sg_ctrl_sed_bioturb=.false.
sg_ctrl_sed_bioturb_Archer=.false.

# --- WEATHERING ---------------mmm oo -
#

# set an ’OPEN’ system

bg_ctrl_force_sed_closedsystem=.false.

# set total weathering rate

rg_par_weather_CaC03=0.0

# set bulk weathering isotopic composition
rg_par_weather_CaC03_d13C=0.0

Atmospheric pC@ and associated'3C is restored by specifying a forcing file and values (i.e. set-
tingbg_par_forcing_name, bg_par_atm_force_scale_val_3 andbg_par_atm_force_scale_val_4.
As we do not model CaC{Ppreservation we have to apply a globally uniform nonbiogenic, noncar-
bonate detrital flux in order to simulate (somehow) meaningful OM weight percentages (OM wt%)
in the sediments. This is set by:

sg_par_sed_fdet=0.180

The prescribed flux of 0.18 g crdky ! represents a value characteristic of early Cenozoic open-
ocean sediments [Zeebe&Zachos, 2007]. (For the modern ocean (as in Hillse et al. [2018]) we ran
experiments with prescribed fixed solid fields of CaC@Qpal and detritus to the sediments. These
were regridded from observations.)

The most important parameters in OMEN-SED are the first-order degradation rate constants of
the two simulated OM pools (comparable to BIOGEM a labile and a refractory pool is simulated).
A considerable amount of effort has been expended to link these rate constants for instance to
sedimentation rate and various empirical parameterizations have been proposed of which some are
implemented in OMEN-SED (e.g. Tromp et al. [1995], Boudreau [1997], Stolpovsky et al. [2015].
Also a temperature dependent degradation scheme exists). However, here only the use of globally
uniform degradation rate constants is described. By default the degradation rate constant for the
refractory OM pool depends on the oxygenation of the overlying ocean waters (i.e. a lower rate
constant is specified for D < 5.0 uM). The degradation rate constant for the labile OM pool
does not depend on oxygen concentration. The three degradation rate constant can be specified by
setting:
# global OM degradation rate constants (1/yr)
sg_par_sed_huelse2017_k1=0.0065
sg_par_sed_huelse2017_k2=0.005
# k2 under anoxic bottom water:
sg_par_sed_huelse2017_k2_anoxic=1E-6

where the values above represent the default degradation rate constants as used in in Hlse et al.
[2019].

Do something with the P-cycle
The default OMEN-SED configuration omits P dynamics and all organic phosphorus reaching the
bottom of the ocean is instantaneously recycled and returned to the deepest ocean grid-cgll as PO
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However, various options for P burial/regeneration are available. All options described below cause
a decline in oceanic [P§pdue to P-burial which needs to be restored via weathering. One option
is to again setup a closed P-system by setting the following namelist flag:

bg_ctrl_force_sed_closed_P = .true.

Here, the P-weathering flux equals P-burial and thus closes the P-cycle. A second option (relevant
for transient simulations) is to define a weathering input of riverine dissolved P (in mbliye.

by specifyingrg_par_weather_CaSi03=1.0 andrg_par_weather_CaSi03_fracP). The sec-

ond option will be described in more detail in the section on transient simulations at a later stage.

1) P-cycle as in Hilse et al. [2018]:

OMEN-SED represents a redox-dependent P-cycle which accounts for P recycling through OM
degradation and the formation and burial of Fe-bound P and authigenic Ca—P minerals. Note, that
this representation is not able to represent enhanced P-regeneration under anoxia (i.e. lower than
'Redfield’ C/P regeneration ratios — for this see option 3) below). The P-cycle as described in Hiilse
et al. [2018] can be selected by changing the P-cycle 'flag’ to true

sg_par_sed_huelse2017_P_cycle=.true.

2) Organic P burial equals organic C burial

A simpler scheme is to assume that the same fraction of organic P is buried as organic carbon. This
means in every grid cell the burial of organic P (R)rig calculated from the amount of buried
organic C (Corg) as Porg = 1/106 x Corg,. This option can be selected by setting:

sg_par_sed_huelse2017_P_cycle=.false.
sg_par_sed_huelse2017_sim_P_loss = .true.
sg_par_sed_huelse2017_sim_P_loss_pres_fracC = .true.

3) Redox dependent P-regeneration

OMEN-SED furthermore provides a P-scheme that is able to simulate the positive feedback between
productivity, bottom water anoxia and enhanced P-regeneration. In order to simulate the oxygen
dependence of the C/P regeneration ratio we employ the empirical function derived by Wallmann

[2010]. This will be described in more detail at a later stage. This option can be selected by setting:

sg_par_sed_huelse2017_P_cycle=.false.
sg_par_sed_huelse2017_sim_P_loss = .true.
sg_par_sed_huelse2017_sim_P_regeneration = .true.

Running transient simulations

Two step process:

1) Run to steady-state with forced atmospheric concentrations (e g.@@ndd°C)

2) Diagnose organic carbon burial in seddiag_misc_DATA_GLOBAL.res as total POC pres — ac-
tually better: diagnose as the mean burial (in moilyover the e.g. last 2000 years using the
time-series files:biogem_series_focnsed_POC.res - (biogem_series_fsedocn_DIC.res -
biogem_series_fsedocn_Ca.res)

3) Set the weathering rates accordinglyg: par_weather_CaSi03=1.0 andrg_par_weather_CaSi03_fracC
(andrg_par_weather_CaSi03_fracP)

This will be described in more detail at a later stage.
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Example config-files

This will be described in more detail at a later stage.

An example base-config file has been creaigd{in.CBS.fkl_pp01.BASES_DH) and is available

in genie-main/configs/. Itis the same as the respective fake world configuration only here a flat
bottom ocean is used. The following user-config files are availalgeritie-userconfigs/0MEN:

1) No P-cycle in OMEN-SED:

Here the P-cyle in the sediments is completely ignored, i.e. all organic P reaching the ocean floor
is instantaneously remineralized and given back to the lowest ocean grid-cell. This can be executed
for instance as:

$ ./runmuffin.sh muffin.CBS.fkl_ppO1.BASES_DH OMEN
muffin.CBS.fkl_ppO1.BASES.OMEN_Porgoff.SPIN 20000

2) Organic P burial equals organic C burial:
This can be executed for instance as:

$ ./runmuffin.sh muffin.CBS.fkl_ppO1.BASES_DH OMEN
muffin.CBS.fkl_ppO1.BASES.OMEN_Porgfix.SPIN 20000

3) Redox dependent P-regeneration
This can be executed for instance as:

$ ./runmuffin.sh muffin.CBS.fkl_ppO1.BASES_DH OMEN
muffin.CBS.fkl_ppO01.BASES.OMEN_Porgredox 20000

OMEN-SED model output

As for CaCQ, 2D sediment properties can be found in thegem sub-directory of your exper-
iment directory in a netCDF file calleftlds_sedgem_2d.nc. The 2D distribution of wit% organic
matter is saved for two depth levels in the sediment column. BWVEN_wtpct_top saves the mean
weight fraction of OM in the upper 5¢cm of the sediment layer. SecoMdN_wtpct_bottom saves

the mean weight fraction of OM at a sediment depth of 1m —which is the total depth of the simulated
sediment column in OMEN-SED and is assumed as lost to long-term burial.

The file seddiag_misc_DATA_GLOBAL.res summarizes the mean global preservation flux of
organic matter (here POC). Note, that in this file (when using OMEN-SED) 'POC rain’ always
equals 'Total POC preservation’. The actual value for POC rain is saved in the corresponding
BIOGEM summary filebiogem_year_x_diag_GLOBAL.res.



22.10

22.10 HOW-TO ... geoengineer 441
HOW-TO ... geoengineer
Set up carbon dioxide removal (CDR) geoengineering experiments

There are various ways implement different carbon dioxide removal strategies in cGENIE. For in-
stance — additions of dissolved iron and phosphate can be implemented as simple flux forcings to
the ocean surface, as described in the Tutorial exercises. Similarly, ocean ’liming’ can be imple-
mented as a flukorcing of alkalinity to the surface (with or without associated Ca2+ and with or
without additional CO2 emissions to the atmosphere due to the creation of lime). There is also the
facility for automatically calculating the liming required for a specific policy target (atmospheric
CO2 history or desired mean ocean surface pH or saturation state). This is described in a subse-
qguent HOWTO. This section describes a framework created for applying additional geoengineering
modifications and particularly ones that cannot be implemented as a simpfertiing.
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Applying a geoengineering ’'liming’ flux to the ocean surface

There are two different methodologies provided for: (1) applying a surface flux of alkalinity (and
Ca, and DIC) with a uniform or spatial pattern, regardless of atmospp&@ and emissions,
and (2) applying a surface flux calculated internally to meet some objective — here, the value of
atmospherigpCGO;, at any point in time.

1. Theforcing:

Pyyyyz_RpC0O2_Rp13C02_FRALK_FDIC_F13DIC_FCa

provides a facility for applying alkalinityALK) (as well as Ca, and DIC, if selected) to the
ocean surface concurrently with a prescribed time-history of restoring of atmospldic
(and associated'>C), while

pyyyyz_FpCO02_Fp13CO2_FRALK_FDIC_F13DIC_FCa

is similar, except with a prescribed time-history of flux (emissionsgL 6% (and associated
isotopic composition) to the atmosphere. By default in each, only an ALK flux to the ocean
surface is selected. The other three ocean tracers listeghifi gure_forcings_ocn.dat

are set tot’ for flux forcing. As provided in these examples, atmospheric pCO2 is held at
278 ppm for the restoring, and emissions of 1 PgC yr-1 (8.3333e+013 mol yr-1) for the flux
forcing version.

By default,forcingsare set such that the ALK (and Ca, and DIC if selected) is applied uni-
formly over the ocean surface (th2 in COLUMN #06). Point sources can be specified by
changing this to ad’, or an explicit spatial pattern with a2’ (which must then be provided

in a separate file).

. Theforcing:

Pyyyyz_FRpCO2_Fp13C02_FRALK_FDIC_F13DIC_FCa

differs firstly in specifying both a CO2 emissions flux and restoring value for atmospheric
pCO2. For alkalinity (ALK), both a flux and restoring of the ocean are selected.

Basically, what happens here is when a flux + restoring of ocean ALK is selected together
with flux + restoring ofpCG,, ALK additions to the ocean is made in order to try and maintain
the prescribed history of atmosphep€0;, regardless of th€O, emissions also specified.

If at any one time-step atmosphep€G; is higher than the target value, ALK is added to the
ocean with the flux specified in the ALK flux forcing. If atmosphepicO; is lower than the
target value, no ALK is added or taken away, unless the parameter:
bg_ctrl_force_invert_noneg=.true.

is set, which enables a negative ALK flux to be appited

Note that the restoring value of ALK has no meaning and the value set in:
biogem_force_restore_ocn_ALK_sig.dat

is not important. Both atmospher@O, flux forcing and restoring forcing time-series are
specified 'as normal’, and may constitute an SRE3 emissions scenario and RCP based
pCQO;, time-history, respectively, for example. For d13C, only the d13C of emissions is spec-
ified®,

If an atmospheri€O, emissions is not required, simply set the value in the time-series file to
zero. Note that no scaling of the atmosph@i®@, forcing® must be applied because it will
scale both restoring and emissions ...

93This is likely pretty un-physical for most applications, hence the defaultagse. .
94A restoring must *not* also be set.
9Se.g.bg_par_a‘t:m_force_scale_val_.’.’;
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If the model cannot quite attain thECO, target specified, you probably do not have a suf-
ficiently large ALK flux specified. Conversely, if theCO, target is significant over-shot
(technically: under-shot) then you might have prescribed too large a flux.
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Geoengineering with ... ’pipes’

Pipes are parameterized followigol et al.[2009] (Yool, A., J. G. Shepherd, H. L. Bryden, and
A. Oschlies (2009), Low efficiency of nutrient translocation for enhancing oceanic uptake of carbon
dioxide, J. Geophys. Res., 114, C08009, doi:10.1029/2008JC004792.) This is selected by setting:

bg_opt_misc_geoeng=’pipes’

(Currently, there is no other option and anything passed other than a valtpet’ results in the
default: no geoengineering.) A series of option then control the working of the pipes:
e A mask file is provided to designate the grid points of the ocean with pipes in them, via:

bg_par_misc_2D_file

with a default of misc.dat’. The default file location is:
cgenie.muffin/genie-biogem/data/input.
This file is treated in a similar way to the normal 2@rcing files. The values at each grid
point can be scaled via the parametss. par_misc_2D_scale. The units are m3 per year.
e.g. settingog_par_misc_2D_scale=1E13, assuming values af.0 or 0.0 in misc.dat
will create an annual vertical advective flux at each grid point equivalent to 30% of the
volume of the surface cell (3.2E13).

e The ocean depth level associated with the base of the pipes is set via:

bg_par_misc_kmin_pipe=12

e Three parameters are then provided to control what is advected, with a number of combina-
tions of tracers possible (useful for diagnosing the relative importance of e.g. nutrients vs.

resplred CO2vs. temgerature and salinity (and hence ocean circulation changes)):
# pump T and S

bg_ctrl_force_GOLDSTEInTS=.false.

g[he default) prevents T and S being advected.
- Y pump T and S7?

bg_ctrl_force_GOLDSTEInTSonly=.true.

results in *only* T and S being advected. This requiresHgakctrl_force_GOLDSTEInTS=.false..

Its default is. false..
— # pump no DIC?

bg_ctrl_misc_geoeng_noDIC=.false.
prevent DIC from being advected.

The following combinations are then valid (shown commented out (#) are the settings that
are the same as the default settings and hence do not need to be re-defined, although it would
not hurt to):
1. bg_ctrl_force_GOLDSTEInTS=.true.
#bg_ctrl_force_GOLDSTEInTSonly=.false.
#bg_ctrl_misc_geoeng _noDIC=.false.
results in everything being advected.
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2. #bg_ctrl_force_GOLDSTEInTS=.false.
#bg_ctrl_force_GOLDSTEInTSonly=.false.
#bg_ctrl_misc_geoeng_noDIC=.false.
results in everything (nutrients, DIC, ALK, isotopes, etc.) except T and S being ad-
vected.
3. #bg_ctrl_force_GOLDSTEInTS=.false.
#bg_ctrl_force_GOLDSTEInTSonly=.false.
bg_ctrl_misc_geoeng_noDIC=.true.
results in everything except T and S *and* DIC being advected (i.e. just nutrients,
alkalinity, isotopes etc.).
4. bg_ctrl_force_GOLDSTEInTS=.true.
bg_ctrl_force_GOLDSTEInTSonly=.true.
#bg_ctrl_misc_geoeng noDIC=.false.

results in only T and S being advected.

Combination #1 is arguably the only realistic setting — the others being for diagnosing how the
model works and the primary controls on the effectiveness or otherwise of pipes, only. The
difference between #2 and #1 indicate the importance of changes in ocean circulation driven
by T and S, which can also be assessed in isolation via option #4. The difference between
option #3 and #2 indicates the importance of the respired CO2 ’leak’ in the effectiveness of
ocean pipes. (Note that there is no option for removing DIC only and e.g. advecting T and S
and nutrients etc etc.)
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Adjust solar forcing in a time-dependent manner

The value of the solar constant in cGENIE is set byribmelist parameter
ma_genie_solar_constant

which by default is set to 13682, i.e.:
ma_genie_solar_constant=1368.0

Specifying a different value fata_genie_solar_constant in theuser-confidgile allows the
solar forcing of the EMBM to be altered. For example, to induce a 'snowball Earth’ like state under
a solar constant applicable to the late Neoproterozoic (some 6% less than modern) you would set:

ma_genie_solar_constant=1330.56

Modification ofma_genie_solar_constant can be turned into a time-dependent forcing of
solar forcing, but only by frequent re-starting using a sequence of short model integrations.

Alternatively, a crude (temporary) hack is provided to allow a semi-continual adjustment of so-
lar forcing. Whether you wish to vary the solar constant in a time-dependent manner is determined
by theparameter

bg_ctrl_force_solconst
By default this is set tofalse.. By adding to theuser-confidile:
bg_ctrl_force_solconst=.true.

a time-varying change in the value of the solar constant will be imposed. FOBIRGEM will
expect the presence of a file calletbgem_force_solconst_sig.dat in the forcing directorfp.
This file must contain two columns of information: the first is a time marker (year) and the second
is a paired value for the solar constant. In the current crude incarnation of this feature, the time
markers (1st columnjnust correspond exactly to the time markers in the time-series specification
file®”. cGENIE.muffin will exit with an appropriate error message if this is not the case.

When using the time-varying solar constant hack, seasonal solar insolation is re-calculated each
year with a call taradfor (genie_solar_constant) %8 at the start of the time-stepping I08p At
each time-markeBIOGEM sets the value gfenie_solar_constant equal to the corresponding
value specified ibiogem_force_solconst_sig.dat. Thus, regardless of how closely-spaced the
time-marker years are, (seasonal) solar insolation is only adjusted every year. For a longer time-
marker interval than yearly, no interpolation is performed on the series of solar constant values, and
in this way time-dependant solar forcing currently differs from the calculation of ébingings

A simple example file might look something like:

TART-0F-DATA-
1367.0
1366.0
1365.0
1364.0

-S
0
1
2
3
4 1363.0

oo oo

9REMEMBER: The location of which is specified by the namelist parameter bg_par_fordir_name.
9’REMEMBER: The filename of which is specified by the namelist parameter bg_par_infile_sig_name.
98cgenie.muffin/genie-embm/src/fortran/radfor.F

9cgenie.muffin/genie-main/genie.F
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5.5 1362.0
6.5 1361.0
7.5 1360.0
8.5 1359.0
9.5 1358.0
10.5 1357.0
-END-OF-DATA-

which will decrease the value of the solar constant byrir? each year. Note that because the

solar forcing is only updated each year (with the caltigror.F), the first year will be characterized

by climate with a solar constant of 1368 n1 2 , the default. AlthouglBIOGEM sets a new value

of genie_solar_constant (1367 Wn12) mid way through the first year, it is only at the start of

the second year that solar insolation is recalculated according to the reduction in solar constant.
Hacking the solar constant in a time-varying manner is, of course, a (albeit crude) way of

addressing SRM geoengineering impacts.
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22.11 HOW-TO ... orbit

Specifying a fixed orbital configuration

The parameters to prescribe a fixed (but different from modern) orbital configuration are:

® ca_par_orbit_osce=0.0167
® ca_par_orbit_oscsob=0.397789
® ca_par_orbit_oscgam=102.92

which specify, respectively:
e eccentricity

e sine of obliquity
¢ longitude of perihelion

and here are shown with their modern, default values.
To specify an alternative (different from modern) orbital configuration, such as for the the last
glacial maximum (21 ka°, you would add (to theser-confiy;
® ca_par_orbit_osce=0.018994
® ca_par_orbit_oscsob=0.389911
® ca_par_orbit_oscgam=114.42
For comparison, the mid-Holocene (6 ka) parametéfset:

® ca_par_orbit_osce=0.018682
® ca_par_orbit_oscsob=0.408410
® ea_par_orbit_oscgam=0.87

100Taken from:PMIP2experiment boundary conditions.
101Taken from:PMIP2experiment boundary conditions.
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Specifying time-varying orbits

For model simulations over long timescales you might want to consider the effects of changes with
time in the astronomical forcing. In this case, the amount of daily mean insolation at each latitude
can vary as a function of eccentricity, obliquity and (climatic) precession, as opposed to under a
fixed insolation pattern. Such transient forcing can be appligduffin by adding the following

set of parameter settings to thser-confidile:

# Call orbit_radfor: Applies astronomical forcing

ea_38 = "y"

# Specify the type of orbital forcing: 0 (default), 1 (time-varying)
ea_39 =1

# Number of data points in orbits file

ea_40 = 1001

# Interval between data points in units of goldstein time steps
ea_41 = 96000

# filename for orbital parameters

ea_42 = "orbits_La2004_1Myr.dat"

In this specific example, a filesrbits_La2004_1Myr.dat is specified, which provides the astro-
nomical solution for the past 1 million year based on the astronomical solutioastéar(2004) in
time-steps of 1,000 yeat8? For 1 million year in time-steps of 1,000 years, there are 1,000,000
/1,000 = 1,000 data points (+ 1 for year zero) = 1,001 data points total. The value of parameter
ea_40 needs to be set equal to this value, i.e. prescribing how many data points are present in the
file specified byea_42.

Note that the file containing the astronomical solution is read in reverse order, i.e. from the
bottom to the top. Thus, for filerbits_La2004_1Myr.dat, the values for eccentricity and obliquity
used for the first 1000 year of the simulation, are 0.03576 and 0.40080, respectively, corresponding
to the astronomical solution 1 million year ago. To change the time slice that you would like to
simulaté® (for example from 500 ka to recent), simply copy the astronomical solution into a new
text file and remove the last 500 lines so that the simulation begins with the solution at 500 ka.

The value for parametesa_41 depends on the resolution of the model that is used. By default,
for a 16-level ocean circulation model configuratiomyffin employs 96 time-steps per year in the
GOLDSTEIN ocean circulation model component. When the astronomical solution is provided
as one orbital value per 1000 years, this equates to ¥@®= 96000GOLDSTEIN time steps.

For lower resolution configurations afiuffin, GOLDSTEIN may be operating on 48 time steps
per year, which means that_41 need to be changed to 48000 (when the astronomical solution is
provided 1000 year timsteps).

Important. When using one of the paleo configurationsaffin defined in thegenie-paleo
directory, the file containing the astronomical solution must be present in that directory. For all other
configurations, the file lives igenie-embm/data/input. A warning messgage will be generated and
themuffin will exit if the file is not found in the correct directory.

102The data filedat can be found in sub-directorgenie-embm/data/input
103pon't forget to update parameter ea_40!
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Save orbitally-relevant data

The challenge here is that changes in seasonal characteristics are critical to understanding orbital
modulated insolation forcing and response, so seasonal or even monthly resolved data is needed
... yet the experiments may be several 100 kyr to Myr in duration ... Saving seasonal or monthly
resolved netCDF sufficiently frequently to resolve precession — every few kyr — is possible, but the
resulting data file size maybe near unmanageable, and in any case, the net CDF files would have
to be laboriously processed. The situation can be helped a little by only saving 2D netCDF (see
earlier), but it still remains a task to process a large seasonal/monthly netCDF file. In contrast,
time-series data is cheap to save, but is currently saved only as global and annual average, masking
the details of any orbital response.

The solution provided here is to save data at specific points in the model grid (that are speci-
fied prior to an experiment being run), and to be very specific about what data is saved (i.e. rather
than large generic sets of variables being saved as in the time-series and time-slice data saving
approaches, only certain variables are saved). Furthermore, because orbital variability is slow com-
pared to the seasonal cycle, the data can be aliased. i.e., rather than saving every time-step during
the seasonal cycle, and saving every year (of every seasonal cycle), one can devise an interval of
data save, that samples a complete seasonal cycle onlyx(wérerex > 1) complete years have
been simulated. For example — saving data every 13 months would mean that Jan is saved in year
1, Feb in year 2, Mar in year 3, etc, with all months saved over the course of 12 years and then Jan
again in year 13. This would not work so well if significant inter-annual variability was present (i.e.
as per in a fully coupled model), but in the basic EMBM-based configuratiomudfin, there is no
inter-annual variability and hence this strategy should work just fine.

To configure this way of saving data requires that two files are be present in the:
genie-biogem/data/input subidirectory, are identified by name via 2 newer-configparame-
ters:

1. bg_par_infile_orb_pts_loc_name

which directsBIOGEM to a file containing a list of model grid locations, in (i,j) format, and
2. bg_par_infile_orb_pts_var_name

which directsBIOGEM to a file containing a list of variables to be saved.

The default setting obg_par_infile_orb_pts_loc_name is file: save.orb_pts_loc.EXAMPLE.dat,
whose content looks like:

01 01
01 02
01 35
01 36

For bg_par_infile_orb_pts_var_name is file: save.orb_pts_var.EXAMPLE.dat, and whose content
looks like:

ipoa_solfor.
ipoa_fxsw.
ipoa_seaice.
ipoa_cost.
ocn_sur_temp.
ocn_ben_temp.

104Regardless of whether or not a paleo configuration is used.



22.11 HOW-TO ... orbit 451

BIOGEM will save *each* variable at *each* location, saving the data in files with naffes
biogem_orb_i01j01.res
biogem_orb_i01j02.res
biogem_orb_i01j35.res
biogem_orb_i01j36.res

The data is written out on each time-slice save step. Internally, in between time-slice saves,
BIOGEM can store up to a maximum number of data points, determined by the variable:

bg_n_orb_pts_nmax=0

By default, this is set to zero, and BIOGEM will therefore not save orbital data, nor look to
see if the filesog_par_infile_orb_pts_loc andbg_par_infile_orb_pts_var_name even exist B|O-
GEM will warn you if you run out of internal storage, should you have e.g. too low a value of
bg_n_orb_pts_nmax and/or too infrequent ime-slicesave!®’

The frequency of data sampling is given in unitsGMLDSTEIN time-steps, and is set by the
parameter:

ma_conv_kocn_korb=999999999

(the default value, effectively disabling saving).
For examplé®8:

e ma_conv_kocn_korb = 2
would sample each and eveBIOGEM time-step (48 per year) for the standard 16 level
ocean (96 time-steps per year in the ocean model).

e ma_conv_kocn_korb = 96
would sample once per year for the standard 16 level ocean (96 time-steps per year in the
ocean model).

e ma_conv_kocn_korb = 98
would alias the sampling, so that each year, you sampl&8@Q&EM time-stefdater in the
year. So after 48 years, you will have sampled each oBI@GEM time-stepsonce (and
hence have sampled the variability in a year), but only have 48 lines of data, rather than 48*48
lines for 48 years sampling each and evBIQGEM time-step.

For the variable list — the format is similar to the netCDF data names. If the sub-sirihg ’
appears in the variable string, surface data is saved. If the sub-sitngdppears in the variable
string, then benthic data is saved.

You can pick any of the ocean tracers listedrircer_define.ocn as part of the string (assuming
they are even selected and simulated®, e.g.

ocn_sur_P04.
ocn_sur_DIC.
ocn_ben_sal.

105(for this example)

106Thjs means that for non orbital data saving, you do not even need to have these default files present.

107} would not recommend exceeding a producbgfn_orb_pts_nmax X number of locations X number of variables
of ... 10000000 (whether disk space exists to save a long run, is another matter)

108 jkely you'll want a larger value ofia_conv_kocn_korb than the above examples, because it is still effectively
saving some data each and every year.

109\ote that if you select an isotope tracer, e.g. 1B tracer, the output is saved as per mil.
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Carbonate variables can also be chosen — the full list of possibilities is:

H.
fug_C02.
conc_C02.
conc_C03.
conc_HCO03.
ohm_cal.
ohm_arg.
dC03_cal.
dC03_arg.
RFO.

2D atm-ocn physics variables (no sur or ben) include:

seaice.
seaice_th.
solfor.
fxws.
cost.
KC02.
MLD.
evap.
precip.
In addition, atmospheric atm_* and biological export bio_fpart_x* tracers are also sup-
ported.
Important. A DOT is required at the end of each output variable line, which helps the algorithm
distinguish different tracers.
Note that because there is an ambiguity between atmosphere and ocean temperature, as they
have the same name, when specifying any of atm, ocn, or sed tracers for saving;ddtbcn’,
or 'sed’ to the string. Use underscores {j to separate parts of the string. For now, ak4’ tracers
requested are assumed to be particulate fluxes. (Again, as before.)
Also note that for saving carbonate chemistry anywhere in the ocean and at any time (not just
associated with time slice saving), you need to specify that the carbonate system is re-solved fre-
guently. The setting for this is:

bg_ctrl_carbchemupdate_full=.true.

Note that there may be considerable computational overheads to this. However, the surface equi-
librium is solved frequently by default, and if you only want surface, you do not need to add this
setting. (So | guess it is only if you want benthic carbonate chem saved is theissaay)

There is also a previous/old way of saving just orbital insolation:

For evaluating and checking orbital experiments@ENIE.muffin , itis useful to be able to ex-
tract commonly used diagnostics of orbital variations in insolation, e.g. June 2TG8ENIE.muffin
can be configured to save tlime-serieqat the standard save frequency fione-serieoutput) at
two different j’ grid positions (latitude) — typically one Northern and one Southern hemisphere,
and at specific points in the seasonal cycle. The relevant parameters are:
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e bg_par_sig_j_N Sets the j’ latitude grid point location for extracting the insolation. On a
18 x 18 grid, a value of 17 is as close as you are going to get to 65N.

e bg_par_sig_j_S As above, except for the Southern hemisphere (although there is nothing
stopping you from choosing 2 Northern or 2 Southern hemisphere points, just what out for
the automatic output column labelling that might cause confusion).

e bg_par_t_sig_count_N Sets the time-step in ttIOGEM tie-stepping cycle at which the
insolation value is extracted. Care is needed here in distinguishing between the primary ocean
(GOLDSTEIN) time-step, andBIOGEM , which is typically sub-stepped. For example, on
an 18x18x8 grid, th&sOLDSTEIN time-step is 48 (per year), arBIOGEM time-steps
every othetGOLDSTEIN step, i.e. 24 per year. A value for this parameter of 12 is then
approximately June 21.

e bg_par_t_sig_count_N As above, except for the Southern hemisphere.

Thetime-serieoutput files is calledbiogem_series_misc_ocn_insol.res (and has pretty
self-explanatory columns).
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Saving global/annual (insolation) changes

Two newmisc category time-series files have been provided:
biogem_series_misc_ocn_insol.res

and

biogem_series_misc_ocn_swflux.res

with the the SW (shortwave) fluxg¢flux) being equivalent to the incident strength of solar radi-
ation at the surfaceifisol) but accounting for the prescribed planetary albedo. Both variables are
calculated and saved on a global mean ocean grid basis (2nd data column) and have units of W m-2.
In addition, to help diagnose orbital variabilityjogem_series_misc_ocn_insol.res includes
two further insolation variables (3rd and 4th columns). These reflect the strength of insolation at
a single point in the annual cycle and at discrete latitudes (j.grid indices). (The insolation
at 2 different latitudes are saved so that both .e.g. N and S hemisphere insolation signals can be
simultaneously recorded.)
Three new namelist parameters are provided to configure this:
1. bg_par_t_sig_count — which sets the BIOGEM ’time-step’ in the annual cycle at which
the insolation value will be saved. e.g. for 96 time-steps in the ocean physics, and a 2:1
GOLDSTEIN:BIOGEM gearing (the default for the 16 level configuration), there are 48
BIOGEM time-steps. (Itis left to the user to work out which part of the annual o@ENIE
starts at (i.e. time-step #1) — | haven't a clue ...)
2. bg_par_sig_j_N—sets the'j’ value for a northern hemisphere (but could be southern) snap-
shot.
3. bg_par_sig_j_S — sets the ’j’ value for a southern hemisphere snap-shot.
By defaultbg_par_sig_j_Nis assigned a value a@fandbg_par_sig_j_S a value oft (on ac-
count of the maximum grid size not beiagpriori known). The default setting ®lg_par_t_sig_count
is 1 —i.e. the first (BIOGEM) time-step in the annual cycle.
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23.1 Testing




23.2

23.2 Common Modifications 457
Common Modifications

Add 'name-list’ (run time) parameters
In order to create a newhamelist parameter, i.e. a parameter whose value can be setisea
configfile, you need to edit a total of 4 files:

1. x_1ib.£90
Add an entry in the relevant module library file, which for BIOGEM would be:
biogem_lib.f90%.

The parameter must be defined (with an appropriate type) and added to the NAMELIST
section at the top of the tile. Simply follow the format of the existing entries and add to
the most appropriate section of parameter categories. Note that the parameter name appears
*twice* — one in defining its type, and once in adding the the parameter NAMELIST.

2. *_data.f90 For completeness, there is an entry in the subroutine that reports the selected
parameter options upon model start-up (if this reporting is selected in the first place ...), which
for BIOGEM, is subroutine:
sub_load_goin_biogem
that lives in:
biogem_data.f90.

Again — simply follow the format of existing entries for creating a new one. Again: add in
an appropriate section of parameter categories to prevent future coders going mad loking for
something.

3. Add a new definition (including brief description and default value) in the xml definition file:
definition.xml
that can be found in the directory:
cgenie.muffin/genie-main/src/xml-config/xml You will have to scroll down to find
the section for the appropriate module, and then within that, the section for that catagory of
parameter. Simply follow the format of the existing entries.

4. <FILE >.f90 (or <FILE >.f77)

Finally, edit into the appropriate FORTRAN source file the code that incorporates the param-
eter that you wish to use. D’'uh!
Having ensured the model compiles and seems to do what you wish it do to — run a standard test to
confirm that nothing obvious has been unintentionally affected by the change. To do this, simply
typemake testbiogem and confirm that the test passes ...

Add additional results output

If a new data field can be derived from an existing field, then creating additional results saving is
relatively straightforward because no new time-averaging has to be carried out (i.e. you create the
new field based on annual (or sub-annual) averages that are already calculated and available. (If not
— refer to the 'full’ data saving sub-sections.) Note that new tracers are automatically saved.

Data saving 101
For newtime-slicesaving, code needs to be added to efther

sub_save_netCDF_2d_USER

or:

lcgenie.muffin/genie-biogem/src/fortran
2biogem_data.netCF.fQO
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sub_save_netCDF_3d_USER

depending on whether the field is 2D or 3D, respectively. Add the code to the end of the subroutine
(as marked). Follow the format of previous data saving as far as possible. For general format is:

¢ Add a conditional to define under what circumstances, particularly selected save options, the
data is saved. DO NOT save it by default ... unless it is of vital importance to the future of the
planet. Refer to the user-manual for the categories of save options, investigate what options
are used for similar data fields, and use your common sense ...

e Specific a units name faloc_unitsname, Or setto’n/a’ if not applicable (or non-dimensional).

e Initialize (zero) the local 2DXoc_1ij) or 3D (Loc_ijk) (depending on the data field) data
array.

e Calculate the data, employing a nested loop if necessary (i.e. simply matrix math cannot be
employed) and assign to the local data array.

e Add a call tosub_adddef _netcdf (don't ask questions — follow the general format).

e Add a call tosub_putvar2d (ditto).

For newtime-seriessaving ... it is sort of both more and less complicated :0) The new code
goes inbiogem_data_ascii.f90 but in two different placessub_init_data_save_runtime
andsub_data_save_runtime. For former creates the (ASCII) file and adds a header (to define
the columns), and then closes the file. The latter opens the now existing file, writes the output,
including the {ime-seriesave point) time, and the closes the file. The code needed (again — follow
the generla format and best to add the new code to the end of the subroutines) is hence ...

In sub_init_data_save_runtime:

e Add a conditional to define under what circumstances, particularly selected save options, the
data is saved. DO NOT save it by default ... unless it is of vital importance to the future of the
planet. Refer to the user-manual for the categories of save options, investigate what options
are used for similar data fields, and use your common sense ...

¢ (If multiple different variables stored in or based on the same array, set up a loop.)

e Create the filename to be sua@d{_filename) via a call tofun_data_timeseries_filename.

All files are x_series with the specific variable type and variable after, or if not a specific
variable type, thenmisc.

e Create the header text. If you start with/athen it is all the more MUTLAB friendly.

¢ Follow the sequence format ofHECK / OPEN / CHECK / WRITE / CHECK / CLOSE /

CHECK (yawn) ...
INn sub_data_save_runtime:

e Add the same conditional as useckitb_init_data_save_runtime.

(If multiple different variables stored in or based on the same array, set up a loop.)
Construct the local filename *exactly* as befoeaf_data_save_runtime) or it will not
find the fiel you have created ...

Calculate the data value()dc_sig).

CHECK / OPEN / CHECK / WRITE / CHECK / CLOSE / CHECK (yawn) ...
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Uncommon (lll-advised) Modifications

Define a new tracer
You probably should not be doing this ... but ... justin case ...

Basic definition procedure

1. The starting point to adding a new tracec®ENIE is to add the its definition to the relevant
tracer definition file.

There are three tracer definition files that livegenie .muffin/genie-main/data/input:

e tracer_define.atm
e tracer_define.ocn
e tracer_define.sed

that house a list of atmospheric (gaseous), oceanic (dissolved), and sediment (solid) tracer

definitions. Each file has a similar format, with a series of coILﬁmmding information on:

#01 The short (mnemonic) name for the tracer. This is used in creating the output filenames
and netCDF variable names. In theory, this could be anything you like, but to a limit of
16 characters.

#02 The identifier (index) of the tracer. This must be a unique number — one number for each
tracer.

#03 The 'dependency’ of the tracer. For instance, an isotope depends on the bulk (and lower
mass) tracer. A scavenged element depends on bulk organic matter. For a bufk tracer
its dependency is itself.

The dependency is used in the code to automatically determine any tracer that it depends
on and in the case of isotopes, to calculatedhalue.

#04 Is the tracer variable 'type’, used internally to determine what to 'do’ with a specific
tracer:

1" — assigned to primary biogenic phases; POM (represented by POC), CaCO3, opal
(all contributing to bulk compaosition)

2" — assigned to abiotic material (contributing to bulk composition); det, ash

3" — assigned to elemental components associated with POC; P, N, Cd, Fe

"4’ — assigned to elemental components associated with CaCO3; Cd

5’ — assigned to elemental components associated with opal; Ge

'5’ — assigned to elemental components associated with det; Li

7" — assigned to particle-reactive scavenged elements; 231Pa, 230Th, Fe

'8’ — assigned to carbonate 'age’

9" — assigned to the fractional partitioning of biogenic material (for remineralization
purposes)

10" — assigned to misc / 'inert’

'>10" — assigned to isotopic propertiest==13C, 12==14C, 13==180, 14==15N,
15==348, 16==30Si, 17==114Cd, 18==7Li, 19==144Nd, 20==44Ca, 21==98Mo,
22==56Fe.

#05 Tracer long name. Cannot be more than 128 characters in length.

#06 Units.

#07 Minimum valid value for the tracer. Values lower than this are classdth®sn the

3The meaning of the columns is also summarized at the end of the file.
4The elemental components of organic matter (P, N, etc) count as bulk tracers for the purpose of dependency.
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netCDF output.
#08 Maximum valid value. Values higher than this are classethéisn the netCDF output.
Hence, the first thing to do is to add an entry for the required tracer(s) to the relevant file(s),
using the above information and keeping a consistent format and convention with the existing
tracers.
If you have an elemental or isotopic tracer that is taken up by a growing phytoplankton cell
and incorporated structurally into POM, you will also need to define equivalent dissolved (and
recalcitrant) dissolved organic matter tracers (DOM and RDOM). If the tracer is associated
with organic matter (or other particles), then you require a scavenged particulate tracer but no
corresponding dissolved tracer. For something like iron, which is both incorporated into the
cell, and scavenged, you need both types of particulate tracer plus a set of dissolved organic
matter tracers ...

. A set of tracer-related definitions also exists in:

cgenie.muffin/genie-main/src/fortran/cmngem/gem_cmn.£90
Requiring some editing-attention hereé:is

ca. L24-26 Three parameters define the main tracer array sizes. (Unfortunately this informa-
tion has to be duplicated elsewhere due to the peculiarities of the GENIE code structure
— see below.) Their values must be equal to the total number of tracers defined in the
tracer definition files.

ca. L72-261 So as to simplify referencing the tracers in the code, each tracer is assigned
a simple mnemonic. This mnemonic may or may not be the same as the short name
defined in the tracer definition files. With a little bit of code, the tracer definition short
name could have been turned into an index value, but to date this has not been imple-
mented. However, while slightly tedious to set up, created fixed and compile-time rather
than run-time mnemonic assignments is going to be somewhat faster as well as making
the code slightly more compact.

ca. L630-642 Definition of the isotope standards. Only if creating a new isotope system does
this need to be edited.

So effectively, just the total number of tracers, and the addition of the tracer mnemonic name,

has to be edited in this file.

. An extremely unfortunate fact of GENIE code structure life is that the total tracer numbers

are defined a second time in:
cgenie.muffin/genie-main/genie_control.f90
at ca. L144-146, and need to be edited consistent with the valugsmincmn.f90 (see

above). Why ... ? Please don't ask.

. Equally, or arguably even more annoying and opaquely justified, is the need to edit a number

of entries in:
cgenie.muffin/genie-main/src/xml-config/xml/definition.xml
A number of sets of runtime parameters exist with one entry per tracer. Given that all runtime

parameters must be defined in the xml definition file, means that every time a new tracer is

created, a number of xml entries must be créate@ihe approximate line occurrence of this

outrage against all good programming practice, are as follows:

ca. L397-1159The tracer arrays holding information about which tracers are selected.

ca. L2538-3271Tracer arrays for the initial value of ocean (dissolved) tracers, as well as a
tracer value modification array.

SWatch out that the line numbers may have changed somewhat ...
8Note that there are no sediment (solid) tracer arrays for either initial composition or forcings.
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ca. L4343-5234Tracer arrays for atmospheric (gaseous) and ocean (dissolved) tracers gov-
erning tracer forcings (value and tie-scale).
ca. L5292-5370Tracer array for the initial value of atmospheric (gaseous) tracers.
To edit in new entries — simply follow the format of the last entry.
In addition — at the start of each array definition (xml tag startihgramArray), the array
size is defineddxtent=). This also needs to be edited to reflect the inclusion of additional
tracers.
5. Even more annoying, if possible, is the need to then edit the array entries in the Python xml
parameter translation script:
cgenie.muffin/genie-main/config2xml.py
It should be obvious where there additional entries corresponding to the new tracers need to
be added. Just be careful of the formatting (the last entry in the list of tracers for each array
not having a ;’ terminating the line. Otherwise, simply follow the existing format.
That is it for the basic tracer definition. The model should now compile without error (and still
pass itanake testbiogem) although you'll need to do make cleanall first. However, whilst
'knowing’ about the possibility of the new tracers, at this point you have not actually selected any
for an experiment and no initial conditions will be read in, nor relevant output created.

Testing

Having checked the model compiles and passes the basic BIOGEM test, the next step is to check
that the new tracer(s) is initialized correctlyt@m andocn tracers) and that appropriate output is
generated.

1. Create a nevbase-confighy taking an appropriate/comparable existinase-confi§ and
modifying it.

The first modification is to increase the number of ocean tracers, defined on the line headed
by:

# Set number of tracers

incrementing the total by the number of additional tracers to be included in thdass+
configas compared to the original one.

The second modification is to select the additional tracers — simply add appropriate entries to
the list of selected tracers (the tracers are selected by setting the parameter valtgsto

as by default the arefalse.).

The final modification, in the case of atmospheric (gaseous) and ocean (dissolved) tracers is
to set an initial value. If you do not do this, by default, concentrations are initialized to zero.

2. Now go create aiser-configfile. Copy anEXAMPLE config file — one corresponding to the
unmodifiedbase-configif possible. You should rename it, and although no modifications are
required to the parameter settings in order for the model to run, to ensure all possible output
is produced, set:
bg_par_data_save_level=99

3. Run a brief experiment and check that the tracer appears in the output — both time-series and
netCDF. For ocean tracers, the concentration field should progressively look like salinity as
concentration changes at the surface will be influenced by P-E. (Remember that at this point,
no other transformations or changes of tracer have been defined — just that there is a tracer
and it is initialized to a certain value.)

7/cgenie.muffin/genie-main/configs
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Adding (and testing) a basic tracer biogeochemical cycle

Now for the trickier part, assuming you do not just want a simple passive tracer (there are plenty
of 'color’ tracers defined already!) and assuming you have got the tracer already successfully
configured and running as a simple passive tracer (i.e. previous steps).

The example will be for an ocean tracer that is incorporated into particulate organic matter
(POM) (and hence creating an associated sedimentary tracer) during biological productivity. Other
and much more fun and entertaining complexities will apply if e.g. the ocean tracer exchanges with
the atmosphere and hence is associated with an atmospheric tracer.

1. The relationships between different sorts of tracers, e.g. dissolved and gaseous, and dissolved

and solid, are defined in SubroutiE&b_def_tracerrelationship38
If there is an equivalent dissolved organic matter tracer corresponding to the particulate or-
ganic matter one, the relationship between POM and DOM (and also RDOM) also needs to

be defined.

Typically, the relationship between a particulate and dissolved inorganic, or particulate and
dissolved organic will be 1.0, but depending on the species concerned, it may be 2.0 (or its
reciprocal) and/or negative. These values can be modified later if necessary, and this occurs
depending on the redox state of the ocedh in

sub_data_update_tracerrelationships

2. For adissolved inorganic species being taken up biologically, a 'Redfield’ like ratio is defined
and used to relate the cellular quotient of the tracer versus catbdmarray pio_part_red)
stores the relationship of every particulate tracer to every other particulate tracer. It is hence
mostly zeros, except for the ratios of the particulate tracers to carbon in both organic matter
and CaCQ (and for that matter, opal)) and of the isotope ratios of specifies to their bulk
equivalent. The array is (re)populated each time-steguin calc_bio_uptake'?!, typically
by directly applying a globally applicable ratio that is read in at run-time (and hence requir-
ing a newnamelistparameter to be defined), by some function of ambient environmental
conditions that is often a modification of the run-time parameter.

If steps #1 and #2 have been completed correctly, there should now be a biological cycle of the
new tracer, with it being taken up at the ocean surface and incorporated into POM with a specific
ratio compared to carbon (set by the neamelistparameter) and resulting in depletion of the inor-
ganic dissolved tracer at the ocean surface. Conversely, there should be elevated concentrations of
the inorganic tracer at depth, mirroring the pattern of e.g.4JPCreation and subsequent reminer-
alization of a corresponding tracer incorporated into DOM (and RDOM if selected) should occur
automatically. However, the recommended first step in testing the newly defined biogeochemical
cycle is to disable all DOM formation, by setting:

bg_par_bio_red_DOMfrac=0.0

Also recommended is to enable "auditing’ of all the tracer inventories to ensure that tracers are not
being spuriously created or destroyed by:

bg_ctrl_audit=.true.

8cgenie.muffin/genie-main/src/fortran/cmngem/gem_util.f90
9cgenie.muffin/genie-biogem/src/fortran/biogem_data.f90
10A carbon currency is used in the model rather than phosphate, despite the classic Redfield ratio being defined relative
to a phosphate quotient of 1.0

Ucgenie.muffin/genie-biogem/src/fortran/biogem_box.f90
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Scavenged tracers are automatically remineralized along with the corresponding parent particu-
late tracer by defauit. However, there is no scavenging or creation of scavenged tracers by default.
A call would need to be added

sub_box_remin_part

(ca. L2961), e.g. following the examples of Fe scavenging and H2S reaction with organic matter
(treated as a form of 'scavenging’ for simplicity of code structure), plus a corresponding subroutine
added in which is the scavenged particulate tracer concentration is calculated and the removal of
the corresponding dissolved tracers set.

12They can instead be set to remain in the scavenging medium by setting a non zero vgdttesafav_fremin,
which sets the fraction of the scavenged tracer that is remineralized along with the degraded parent particulate tracer.
13cgenie.muffin/genie-biogem/src/fortran/biogem_box.f90
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23.4 Other Modifications!
Add a new functional type to ECOGEM

1. First, define the new PFT in:
~/cgenie.muffin/genie-ecogem/src/fortfran/ecogem_data.fo0
In the subroutingub_init_plankton, add a set of definitions for a new PFT consistent with the
formatting — the PFT has a name and various true/false statements as to what it does, e.qg.

if (pft(jp).eq.’new_PFT’) then

NO3up (jp) = 0.0
Nfix(jp) = 0.0
calcify(jp) = 0.0
silicify(jp) = 0.0
autotrophy(jp) = 1.0
heterotrophy(jp)= 0.0
palatability(jp)= 1.0

2. Define parameters relevant to the PFT such as size-scaling pararagte)sdr vmax. (See
existing manual section for adding parameters.)

3. Use the new parameters to update the PFT parameter definitierisganie. muffin/genie-
ecogem/src/fortran/ecogem_data.fo0, using the PFT name defined in step 1:

! generic maximum photosynthetic rate
vmax (iDIC, :) = (vmaxDIC\_a + loglO(volume(:))) / (vmaxDIC\_b + vmaxDIC\_c
* logl0O(volume(:)) + loglO(volume(:))**2) * autotrophy(:)

! modify rates for new functional types
vmax (iDIC, :) = merge (vmaxDIC\_a\_pft\_newPFT * volume(:) **
vmaxDIC\_b\_pft\_newPFT,vmax(iDIC,:) ,pft.eq. ’new\_PFT’)

4. Setup a plankton definition file ircgenie.muffin/genie-ecogem/data/input/new_PFT_setup.eco
that includes the name of the new PFT defined in step 1 and the cell size.

Note that to date, only the growth rate paramet&ms for DIC) have been changed, and this
approach has worked. No changes in other parameters, specifically for PFTs such as quotas or
other nutrient uptake, have been tested but | guess it would be similar. Overall, this is a little bit
clumsy in that it requires new at least 2-3 new parameter definitions for each PFT.
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25.1 Data save levels

Table 25.1: Categories of saved data by save level {ithe-slices
DatacategoryH 0\1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9 \ 10\ 11\ 12\ 14\ 15\ 16\ 99\
ocn - | = X X X X X X X X X X X X X X X
ocnatm - -
ochsed - -
misc - -
sur - -
fairsea - -
focnatm - -
focnsed - -
fsedocn - -
bio - ==
carb - ==
carbconst - ==
phys_atm -
phys_ocn -
diag_bio == x]|-
diag geochem| — | — [ — | — | x
diag_proxy - =]=1=-1-
diag_tracer - =]=1=-1-
derived - =|=1=-1-1-
redox - =]=1=-1-1-
GLOBAL — | = | X | X| X| X| X| X|X|X]| X|X]| x| XxX]|X

X[ X|&®|X
X | X|&®| X
X | X |&®| X

X | X|&®| X
X | X|&®| X

X
&
X
X

X | X|&®| X
X | X|&®| X

X
&
X
X

X | X|&®| X
X | X|&®| X

X
&
X
X

X | X|&®| X
X | X |&®| X

RX|®

X|®|®

XX |®|®] X
XX |®®
XX |®]X|X
XX |®®
XX |®|®] X
X[ X |®|®|x

|
X

|

|
X
|

|

X | X
|
X

X | X

|
|
X | X | XX
|
X
|
|
X

I
X | X
X | X

I
I
I
I
I
I
I
X
X

X XXX XX XX XXX X|IQIX|X|X|X[X|KX|X

|

|

X | X

X

|

I
XXX | X|X|[X]|X

— ==not saved
x == always saved for that saved level
® == generically saved ISBEDGEM is selected
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Table 25.2: Description of data categoriesme-slices

Data category \ Description of associated data sad

ocn

ocnatm

ocnsed

fairsea

focnatm

focnsed

fsedocn

bio

carb

carbconst

phys_atm

phys_ocn

misc

diag_bio

diag_geochem

diag_proxy

diag_tracer

Table 25.3: Categories of saved data by save level {ifhe-series

Data category || O |

=

|2[3]4]5][6]7][8]9]10] 11] 12] 14] 15] 16| 99

ocn

X

X

X

X

X

X

X

X

X

X

X

ocnatm

X

ocnsed

X
&

X
02

X
o=

R x| x

X
&

&

fairsea

focnatm

X | X|&®| X

X | X|&®| X

fexport

focnsed

fsedocn

ocn_sur

X |®|®

X|®Q|®

X |®|®]| X

carb_sur

misc

X

X

diag

XX |X|X|®|R

X[ X|X|X|®|X

X | X | X

XX |X|X|®|X

diag_bio

XXX |X|X|&]|X]|X

diag_geochem

XXX |X[X|X|®|x|x|x|x|®]x

XX | X|X|[X|X|®]x]|x

XXX | X|X|X[|@]X|X|X|X[|®]|X

XXX | X|X|X|Q|X[|X|X|X|&®]|X

XIX X[ XXX X|X|X|®]|X

diag_redox_old







Defined tracers
; Atmospheric (gaseous) tracers
Tracer relationships

| 26. Appendix Il - Tables
\! ‘\ 1




472 Chapter 26. Appendix Il - Tables
26.1 Defined tracers

The possible tracers that can be selecteduffin are defined in 3 files that live ifyenie-main/data/input:

e fracer_define.atm
e fracer_define.ocn
e fracer_define.sed

26.1.1 Atmospheric (gaseous) tracers
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26.2 Tracer relationships
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Table 26.1: Carbon

Tracer | Associated Description
tracer(s)
DIC - One of the 2 fundamental tracers, that together with temperature
(COY) and salinity, define aqueous carbonate chemistry
The default solution of carbonate chemistry equilibria is as|de-
scribed inRidgwell et al.[2007].
The default corrections to carbonate dissociated and carbonate
solubility constants, for (different-from-moder%, are briefly
summarized ifPanchuk et al[2007].
Updated"é—g corrections are currently in prep Bdloff et al.
(and seALK below)

PCC The corresponding particulate organic matter forrdt@ result-
ing from photosynthesis/marine productivity

DOC The corresponding particulate organic matter forrdt@ result-
ing from photosynthesis/marine productivity
By default,DOC is created in a fixed ration witROC (seeRidg-
well et al. [2007]). An option exists to makBOC production
temperature-dependent in the standard/basic export scheme — see
Crichton et al.[2021a].

By default, ECOGEM assumes a size-dependent production of
DOC that is scaled to achieve a mean production ratio. This fatio
can also be made size-independatiigon et al, in prep).

CaCQ; By default, is created at the ocean surface in a ration R{OIC
that depends on ambient (calcite) saturation state (to implicitly
account for ecology and achieve a plausible modern latitudinal
distribution of pelagic carbonate production) — $tidgwell al.
[2007a,b] andRidgwell et al.[2009].

For 'paleo’ — typically’ either a fixed and spatially-uniform rajn
ratio’ value is adopted (seePanchuk et al. [2007], Ridgwell
and Schmidf2010]), for pre mid-MesozoicRidgwell 2005], no
pelagicCaCQ; production isassumed.

FeCGQ; (siderite) | Probably is almost never appreciably precipitated from the water
column ... seevan de Velde et a[2021].

CHy Once sulphate is largely depleted (if selected), further organic
matter degradation in the water column results in the produgction
of methane. SeReinhard et al[2020].

ALK SG~ < HS

NO; < NH,

cat +CO; —

CaCQ
(see:DIC)

DOC DIC (see abog)
Notethat

3¢ — _

'S — _
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Table 26.2: Nutrients

Tracer Associated | Description
tracer(s)
X [ - [ -
Table 26.3: Trace-metals
Tracer Associated | Description
tracer(s)
X [- [ -
Table 26.4: (other) Isotopes
Tracer Associated | Description
tracer(s)
[ [ - [ -

Table 26.5: Numerical/preformed

Tracer

Associated
tracer(s)

Description

| xxx

‘ —

‘ —
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