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1. Installation, ¢onfiguration, basic usage
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Stuff to keep in mind:

e (CGENIE.)muffin is a model. Models ARE NOT the ‘real World'. (Don’t get confused!)

e The low resolution (for a 3-D ocean circulation model) of theffin model limits its appli-
cability for very short time-scale problems. In configurations not incorporating the PLASIM
atmospheric model, there is no atmospheric dynamics or inter-annual variability in the ocean-
atmosphere coupled system.

e muffin is best thought of as a ‘discovery and exploring’ tool for learning how the Earth
system (might) work rather than necessarily as a detailed ‘simulation’ tool.

e |tis possible to have fun. (Once the installation pain is over ...)
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Before anything else ...

ReadMe

Some warnings and reminders in this manual are repeated over and over and over and ... over
again. Some warnings and reminders are repeated over and over and over and ... over again. This

is because you will forget immediately each time! ;)
!l

Software version naming conventions

You will be using the current version of the cGENIE Earth system model, code-namufirt’ (if

Apple can have ‘Leopard’, ‘Lion’ etc., | can haz a baked goods version naming convention). The
documentation may not be fully consistent in this respect ... and you may need to translate occur-
rences of e.g. a directory nametkénie’ to ‘ cgenie.muffin’. For brevity, thecGENIE.muffin

model will be referenced by jusiriuffin’.

linux ...

The (cGENIE.)muffin model currently compiles and runs only undieux? (e.g. distributions
such adJbuntu) and unix-like operating systems (suchraacOS. Furthermoremuffin has tra-
ditionally been configured and accessed (aka ‘run’) at the ‘command line’ of the linumgo®S
equivalent, which is unix-like) operating system. The command line is a place where you type text
and when you preseturn, something (hopefully, good!) happens. Typically the stuff you type
started with a ‘command’ word, and often followed by one or more options and parameters. The
command word and any options / parameters MUST be separated by SPACEs.

The start of each line of the command line is indicated with something $ik&he$ is called
the ‘prompt’ and is ... prompting you to type some input (commands, Tweets, swear words, etc.).
See — the computer is just sat there waiting for you to command it to go do something (stupid?).
Typically, you will also be informed (reminded) of the user-name, computer name, and current
directory, e.g.:

[username@host ~1$

which is in this example is usetisername’ (yours will be different!) on computer namadést’3
and the current directory is the ‘home’ directory — represented by thanbol. If, for example,
you were instead currently in thgyfolder directory, you would see at the command prompt:

[username@host myfolder]$

If you are not or not very familiar with the linux/unix command line, such as how to navigate
up and down the directory tree and to display the contents of the current directory you are in — for
a brief summary of some basic/uselinux commands and usage — see Secf0r? (page237).

NOTE: BE VERY CAREFUL that spaces are not missed out when typing out example lines.
Also be careful not to confuse the number ong for the letter el {). Mis-spelling/typing will
probably be the primary reason for any wailing and gnashing of teeth ...

1Also read footnotes please.

2For some of you, the mechanics of running the model will be about as much fun as sticking your tongue in an
electrical outlet (a popular hobby in England). (However, if you are an experienced linux/unix/tongue-in-electrical-
socket user, you can skip onto the next Section and save yourself an entire 15 seconds of reading words.)

3Sprout the cat will eventually appear under ‘cat-of-the-day’ on my home-page if youRfresmugh times — all my
computing clusters are named after my cats . ..
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NOTE-the-second: In places, instructions ma be given for specific programs and computer plat-
forms and hence may differ slightly from the software reality in front of you. Use your judgementin
translating such instructions. Many other alternative software choices exist for editing files or view-
ing results, as are other ways of configuring software and file editing/transferring methodologies.
Do what suits you best — you can view such instructions where they occur, as more representing an
example methodology rather than a literal interpretation of the Constitution.

Required computer hardware

It is possible to install and run thcGENIE.)muffin’ Earth system model either on a linux box
(e.g. Ubuntu) or on aMac *° Otherwise, you will need an account on a linux-based server or
cluster. In this case, you can use any platfolimuk, macOS Windoz, as well asoS andAndroid
(which is based ofinux in any case)) to connect to the cluster (but see software requirements,
below).

Required computer software

To install and rurmuffin, at a minimum are needéd
1. AFORTRAN (f90 and f77 combatable) compiler of some sort.
This may come with the operating system as standard, posginiyran .
2. Agit client.
If not standard, this is relatively easy to add and install.
3. CompilednetCDF libraries (not so much fun ...).
To edit files and visualize results, you will need some specific software. The exact software will
depend on your operating system, but essential are:
1. A viewer for netCDF format spatial data. Java viewer calledPanoply is provided by
NCAR for all platforms — http://www.giss.nasa.gov/tools/panoply/ (Note that you will need
Javainstalled!)
(Or alternatively:MATLAB .)
2. A simple text editor, except not the rubbish defAMihdows one — you need one that can
displayunix ASCII text without screwing it up. Options f&indows users arenotepad++
(https://notepad-plus-plus.or@EiTE (https://www.scintilla.org/SciTE.html}iux andMac
users need no special/different editor compared with your standard editor — everything will
display just fine). You can also uirux command line based editors suchvas
If operatingmuffin remotely (e.g. on a computing cluster), the you also will need:
1. A terminal (‘shell’) window. This is no problem fdmux andMac users (you already
have one built in). Fowindows, either download a simple (and ol8E5Hclient (ssh-client)
from my websité or you can get hold of e.RuTTY (http://www.putty.org/).
2. A sftp (secure file transfer) client for convenience (i.e. dragging and dropping files be-
tween local and remote computers, and opening files directly on the remote computer clus-
ter). If you have installed ssh-clientMindows, above) then a sftp client is already included
as part of this software. If usinBuTTY (Windows) you might try downloading/Vin-
SCP (http://winscp.net/eng/index.php). ForacOS you can connect to the server through

4Sets of detailed installation instructions are available in the HOW-TO section of this manual.

SNote that it is not possible at this time to ranuffin underwindows (at least, not without near infinite pain).

60nly if muffin is being run locally and a cluster account is not provided (but assuming that your cluster account is
correctly configured ...).

"http:/lwww.seao2.info//cgenie/software/ssh-client.exe
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the Terminal, but some sftp software for viewing/navigating server file structure include:
Filezilla (recommended)Cyberduck, TextWrangler. For linux, maybe-ileZilla.

File editors ...
You will need to edit text-based configuration files, possibly in installing and configomingn,
but definitely in configuring model experiments. So now might be a good time to check that you
can use the/an editor! (You will also be using the same editor to view some of the model output.)
You have two alternative options for editing and viewing text files, depending on whether you
are aunix nerd with no life, or prefer anything to do with computers to be wrapped in cotton wool
and covered with dollops of treacle. EITHER: Use the limiuX/vim) application (or similar e.g.
emacs if you are familiar with it. | think that this pretty much sucks as a text editor and life is
far too short and brutal if you don't like this sort of thing ... OR ... use a suitable linux-friendly
text editor (NOTMicro$oft Notepad) in conjunction with theSecure File Transfer Client For
example:SciTE (http://www.scintilla.org/SciTE.html) is suitable, blotepad++
If you fiddle about with the settings under Options/Preferences iMmtimSCP program and
apply a little common sense, it should be possible to configure things so that you can simply double-
click on a file in the remote (right-hand) window panel and it will open like magic (almost)! Saving
the file after editing) should then result in the file being saved back to the cluster. Or you can select
Edit With (and therSciTE) from right-mouse-button-clicking on the filename. Or ... a crude but
workable approach is to use an sftp client to drag the file to your local machine (assunrfiiirgy
is installed remotely), edit it there, and then drag it back afain.

Model documentation in general

This, and additional documentation (of varying degrees of up-to-date-ness) can be found:
1. OnGitHub.
Here, thelatex source for the documentation lives, allowing you to compile the most up-to-
date PDF document. And ... make changes yourself and have them incorporated into the
official documentatioh
2. On mywebsite
Here, are only compiled, PDF versions of the documentation are provided, and may be some-

what out-of-date.

This document in particular
The instructions in general may not be bug-free — use your judgment.

Gol
OK — now we are ready to start ...

8Note that care still has to be taken to avoid certdinrosoft text editing programs undé¥indoz.)
9First clone thegit repository. Make changes. Commit them locally. Make a ’pull request ...
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Starting (dozing?) off ...

You are going to be installing the model from scratch —why? Why not? It will be a happy character-
building experience for you ... trust me ...

Logging in!
Log into yourlinux/macOShbox!t°
Or ... if you are runningnuffin remotely (e.g. on a cluster account), log into the remote account
from a suitable terminat:
e If logging in via alinux/macOSbox, open a terminal/shell window and simply SSHjn

e.g.
$ ssh username@clustername

whereclustername, the cluster (or remote server) name(!) might, for example, be
catname.ggy.bris.ac.uk, and enter your account password (and tell it whether or not you
want this password stored, if asked).

e On aWindoz machine — first start e.g. th&inSCP program (an sftp file transfer client) or
PuTTY (a 'shell’, or 'terminal’ window). Under ‘Host Name’, enter the clustername (e.g.
catname.ucr.edu):

The ‘Port number’ should be set to 22. Enter your computing cluster user-name on the line
below this (‘User Name’) and then the Password. Click on Login. This is your file transfer
client.

You will also need a terminal window (assuming you did not open that first). This can be
opened by clicking on theDpen session in PUTTY’ icon on the top icon row, or pressing
Ctrl+P.

You should now have TWO windows open — a ‘shell’ window (lines of text on an otherwise
blank screen) and a file manager (transfer) window. Ensure that you have both these before
moving on. It is recommended that you maximize both these windows to full screen. (But
no-one will die horribly for not doing so. Probably ...).

You can also log in directly from the shell/terminal window of eRUTTY rather than first
opening an sftp connection.

1.2.2 Downloading the model code

The next step is to download a copy of the source codenfdffin.

As of 2018, the branch of the (c)GENIE source code thatG&NIE.muffin, was migrated
from a server hosted by the University of Bristol, to GitHub (and hence the versioning system
changed fornsvnto git — a “distributed” version control systems (DVCS). The address of the new
(centralized) home for muffin is:

https://github.com/derpycode/cgenie.muffin

10/ you fail at this step, you'll have to take up box-modelling instead.

1t very much depends on what software you are using. Provided are instructiossnfier examples, but only
examples, and your reality may be rather different.

12if your current directory looks something like thifusername@clustername ~]1$ then you are probably already
logged in! Otherwise, it will look likeusername@localcomputername: ~$
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IMPORTANT : if you had previously installed a version wiuffin undersvn, note that the default
name of the installatiorcgenie .muffin) is the samé?
From here, there are 2 ways to get your mitts on the model code:

1. By downloading an archive file, containing all the code etc. For this — click omrien
Clone or Download button, and seled@ownload ZIP.
You then unpack/unzip the files and directory structure where you want it.
This [archive download] is a perfectly workable way to proceed ... as long as you neither
want to update the code with whatever new developments or bug fixes occur in the future, nor
want to have any code changes you might make, become part of the offidiith code (i.e.
it becomes a one-off installation that has no connection to the GitHub repository).

2. The preferred/advised way is ttonethe repository to where you intend to ramuffin 4,
While you can also use a GUI based git client, easiest is at the command line, using the
commandgit clonel®:

$ git clone https://github.com/derpycode/cgenie.muffin.git

By doing this, you have created your own code repository (and an identical copy of the one
hosted on GitHub). As part of theit clone command, you also automaticaltheck out

(from your very own personal repository) a copy of the code. Note that the major difference
then with thesvn system, is that previously, the GENIE code repository existed only on the
University of Bristol server, and yothecked outhe code remotely from there.

Configuring the code

You now need to configure some local environment settings sarthéiin can find all the libraries
etc. that it needs. The changes you need to make will depend on the platform where you will be
runningmuffin (i.e. where you have just cloned the code repository to).

e Ubuntu. This is the default assumed platform. No changes are necessary assuming that
the netCDF libraries are installed in their default locations and a relatively recent version of
netCDF is used® And you have also jumped the shark with a successful install of other
libraries and softwares ... see Sectkih5

e domino (UCR cluster). There is a single file to edit (which lives in geie-main direc-
tory):
1. In user.mak — at the end of the file, the netCDF path needs to be changed. First
comment out’ the default setting (with & symbol) and then un-comméithe line

13)f you already have a previous\(n version) installation ofnuffin, i.e. in a directorycgenie .muffin, you should
rename, or simply deleteft -f -r cgenie.muffin) the original installation so as not to lose files or risk ending up
with a mixed-up corrupted installation. For example:

$ mv cgenie.muffin cgenie.muffin.svn
will rename the installation directory, adding the extensiefn on the end. You will not longer be able to run the
original installation now, but you can fix this by editing some of the direcpaths— see FAQ.

14But see later for other/better ways of working.

15This: "... clones a repository into a newly created directory, creates remote-tracking branches for each branch in the
cloned repository, and creates and checks out an initial branch that is forked from the cloned repository’s currently active
branch."

16By 'relatively recent’ — the default settings assume that the FORTRAN and C netCDF libraries are separate.

17To "'comment out’ a line — simply add #symbol to the very start of the line. Whenuffin runs, this line will be
ignored.

1870 'un-comment’ a line — simply remove (delete) theymbol from the beginning of the line.
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under the heading## domino ###.

e cevee (UCR cluster). There are 2 files to edit (all of which live in g#ie-main directory):

1. In user.mak — as per fordomino (except theuser.mak line needed is headeh#
eevee #Hit#).

2. Inmakefile — as a consequence of a currently incomplete netCDF install, missing are
the C libraries for netCDF. This affects only a C program that is compiled to complete
the tests (by comparing model output with an archived copy of the expected results).
For now, this test must be disabled by:

On line 18 — comment out (with#); thenccompare part of that line.

e sprout (UoB cluster). There are 2 files to edit:

1. In user.mak — at the end of the file, the netCDF path needs to be changed. First
comment out the default setting (withkasymbol) and then un-comment the line under
the headingt## sprout ###.

2. Inmakefile.arc —towards the end of the file, under the heading:

# === NetCDF paths ===

uncomment the line under:

### FOR COMBINED C+FORTRAN NETCDF LIBRARIES #######

and comment the 2 lines under:

### FOR SEPERATE C AND FORTRAN NETCDF LIBRARIES ### (SO as to select,com-
bined, rather than sperate, netCDF libraries).

e almond (UoB cluster). As per fosprout (except theiser.mak line needed is headeg#
almond ###).

e macOS Please refer to the separate macOS instructions in S&fi@n

1.2.4 Testing the model code

Finally, you need to test the code to ensure that all the files have been cloned/installed correctly.
First, change directory (see: Figutel) to'®:

cgenie.muffin/genie-main

If you are not ‘linux-friendly’ (see: SectioB0.2for linux basics) — maybe at first do this in steps
— list the contents of the directory ) to check where you are (i.e. what directories are available
to chance to), then changedgenie .muffin (cd cgenie.muffin), then list againis) (and see
what further directories are there), then changgdwie-main (cd genie-main), and only then

... type:

$ make testbiogem

This compiles a basic carbon cycle enabled configurationudfin and runs a short test, comparing
the results against those of a pre-run experiment (also downloaded alongside the model source
code). It serves to check that you have the software environment correctly configured. There may
be some 'Warnings’ reported (== somepony’s sloppy programming) but these are not detrimental
to the ultimate science results (we hope!).

‘Success’ of this test is indicated by:

**TEST OK**

19Note: the model is *always* run froragenie .muffin/genie-main
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You can then be certain that the model you have installed is producing identical (within tolerance)
results to everyone else in the World who has ever instatieffin. Note that the model will pause
foralon gtime at the line:
./genie.job -t -k -f configs/eb_go_gs_ac_bg_test.xml -o /home/genie00/cgenie_output

-c /home/genie00/cgenie -g ../../cgenie -m "" > testbiogem.out;
This is quite ‘normal’ — the model is thinking! Also — ignore the compiler warnings ... (reflecting
my lack of adequate software engineering skills).

If the test doesn't 'work® — try issuing the command:

$ make cleanall

and then re-try the test. Refer to the FAQ section at the end of this book for further clues as to
non-working modeinstallations.

That is it as far basic installation goes. But ...

GitHub does not host files larger than 100 MB, and the ’lookup table’ for calculating opal dissolu-
tion in sediments (see e.g. Ridgwell et al. [2003)]) is larger than this. It has hence been committed to
the git repo as an archived file, and if a (open) silica cycle is to be employadfiin experiments,

it needs to be unpacked. A script is provided for this. Fggmie-main:

$ ./installmuffin.sh

will unpack the opal lookup table tgenie-sedgem/data/input as well as unpacking a copy of
the calcium carbonate lookup tabte

Brief notes on git and code

The basic git clone

The simplest workable installation ofuffin, as described above, is to uget clone. You end up

with a carbon copy of the muffin code repo (I am too lazy to type out 'repository’ again) which you
have also automatically now 'checked out’. Changes and developments will occur to the code on
the GitHub repo from time-to-time, and if may be that either you might benefit by using a more up-
to-date code base, or specific changes may have been made that you absolutely need. To determine
the status of your repo, type(from cgenie.muffin):

$ git status -uno

However, git has not actually compared your repo with the one on GitHub, because this is apparently
network expensive (as if you don’t spend the rest of your life killing the internet by streaming Rick
and Morty). So, use:

$ git fetch

which will 'download [new and modified] remote content but not update your local repo’s working
state’. If you now typegit status -uno, git can tell you if there is newer content (e.(lolir
branch is behind ’origin/master’2%). To merge in the fetched content:

20Note that if you have disabled the compilation of the C program that compares netCDf files, the test will run but
never complete and you'll not get=*TEST 0OK** reported, even if the test experiment ran correctly.

21For now, theCaCO; lookup table also included in the git repo in its expended (unpacked) form.

22Here, the -uno ensures that files (e.g. experiment configuration files) you have created, but not added and committed,
are not listed.

23origin is the origin of the repo — GitHub, anshster is the name of the branch, in this case, the default branch
name.
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$ git merge

Both these commands are also combined in a single comtfiand
$ git pull

If you are not developing code, and hence not editing files in the repo (but e.g. only adding new
model configuration files), your life should mostly be trouble-free with regards to updating your

code viapu11.?®

241f there are no changes (fetchandmergs, the you get the messagktready up-to-date.

25 One exception is, if any of the model installation/configuration files that you might have edited, i.e. one or all
of: genie-main/user.mak, genie-main/makefile.arc, and/orgenie-main/makefile, have also changed on
origin/master, thenpull (or merge, afterfetch) will fail (with the message: Please, commit your changes
or stash them before you can merge. Aborting’). The root issue is a conflict between remote file changes,
and local ones that you had not committed to your repo.

You probably want to keep your local configuration changes, otherwise you'll probably end up re-doing them all over
again. One solution is to sneakily 'hidestast) them out of sight, by: $ git stash You can now pull, updating your repo
with respect toorigin/master. Then — you want your changes back, so apply the stashed changes: $ git stash apply
If unlucky, there will be conflict as your stashed changed are merged back onto your local repo branch (master). If so,
you'll need to edit the file, deciding which line(s) is correct, and delete the version you do not want, along with the ASCII

tags/labels.
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up €— directory levels —> down
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Figure 1.1: Directory structure of thauffin model. Highlighted irred are directories and sub-
directories that you will need to access at some point. Verticaénlines designate directory
levels, with example commands shown for moving between them.
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Running the model

The overall sequence of configuring and runningffin, is shown in Figurel.2

At the command-line) in the genie-main directory (not your home directory), you will be
entering in a command {runmuffin.sh) together with a list of parameters that will be passed to
the model, and as if by magic the model will run (or sometimes not). The form of the command
you are going to be issuing is:

$ ./runmuffin.sh #1 #2 #3 #4 (#5)

(dont typeit yet!)

The form of the command requires that you must list at least 4 parameters/aft@muffin. sh,
separated by S P A C E S and on a single continuous line (even if it ‘wraps’ around across 2 lines
of the screen). These parameters are:

#1 .

#2

.. is the name of the required base (or ‘basic’) configuratibagée-config of the model.
... is the name of the subdirectory (if any) containing the user configuratisar¢confi§)

file (i.e., the file containing the specification of a particular experiment).

#3 ...

is the name of the experiment itself. There must exist a file in the directory specified

by parameter #2L{ABS) with exactly the same name as you enter here for parameter #3 (i.e.
parameter #3 points to a file in the directory given by parameter #2).

#4

... is the run length of the experiment in years — this must be entered as an integer.

There is also one optional (5th) parameter (descriatd).

As an example of running thmuffin Earth system model:

#1
#2
#3
#4
#5

: The base config istgenie.eb_go_gs_ac_bg.worbe2.BASE

: The user config directory is: LABS

. The user config file (the experiment name)LsB_0 . EXAMPLE.

: Run the experiment for ten years: 10

. (There is no restart file, and so no 5th parameter needs to be passed...)

The full command for your first example experiment, which you are going to issue from the
~/cgenie.muffin/genie-main directory, then looks like:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_O0.EXAMPLE 10

(you cantry it now!)

REMEMBER: This must be entered on a single CONTINUOUS LINE. The (single) SPACE
S are vital. Take care not to confuse an @&l)(ith a one (‘1’) when typing this in ... (it is a ‘one’

here).

What should happenis: First, you will end up twiddling your thumbs a while, as all the components
of muffin are compiled from the raw source cod€ORTRAN). When it has finished doing this,

the model will initialize and carry out some brief self-checking. Only then will it start actually
‘running’ and doing something, starting with a header describing the columns of numbers that

follow:
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model year — ... guess!
ice (%) — global sea-ice fraction (%)
<SST> — global sea surface temperature ('SSC)
<S8S> — global sea surface salinity ‘SSS’ ¢
The choice of what information to display on screen as the model is running is rather arbitrary,
but the chosen metrics do tend to summarize some of the main properties of the climate system and
carbon cycle — for my own personal convenience rather than reflecting any fundamental scientific
truth ... you may also see columns of information for:
pCO,(uatm) -— mean atmospheric GOoncentration (in units gfiatm)
613C O, — meand'C value of atmospheric C(%o0) (NOTE: only if 13C tracer is selected)
<DIC> — global mean ocean dissolved inorganic carbon (DIC) concentratimol(kg-1)
<ALK> — global mean ocean alkalinity (ALK) concentrationeg kg-1) and in experiments
with a modern continental configuration, also:
e AMO(Sv) — Atlantic meridional overturning circulation (Sv)
This information is reported at the same intervals as time-series data (see later and/or refer to
the User Manual) is saved and is indicated by:

>>> SAVING BIOGEM TIME-SERIES AVERAGE CENTERED Q@ year :

Interleaved between these lines are lines reporting the saving of time-slice data (the 2- and 3-D
model states — more of which later as well as in the User Manual). These appear as:

>>> SAVING BIOGEM TIME-SLICE AVERAGE CENTERED Q@ year:

You can stop the model at any point (all data up to that time will have been saved) by hitting:
<Ctrl-C> (CONTROL key + ‘C’ key).

Just from examining the screen output: how close to steady state does the system appear to
have come after just 10 years? i.e., do SST and/or sea-ice extents appear to be converging towards
stable (constant) values? This will be an important question to think about later on: ‘has the model
reached steady-state (and does it matter)?’

In this example, the output should look something like the following:
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2]

ok ok oK K K o oK oK oK K o ok ok oK K K ok oK ok K K 3 ok oK ok 3 K 3 oK oK oK K K ok ok ok K K ok ok ok Kk ok ok ok Kk ok ok

***% Initialisation complete: simulation starting ...
stk ok sk sk sk sk sk ok sk ok sk sk sk sk sk ke ok sk skl s sk ke ksl sk sk sk ok sk ke sk sk s ok sk sk ok sk ok

model

$N$
>>>
>>>
$N$
>>>
>>>
$N$
>>>
$N$
>>>
$N$

>>>

SAVING
SAVING

SAVING
SAVING

SAVING

SAVING

SAVING

year

0.00
BIOGEM
BIOGEM
1.00
BIOGEM
BIOGEM
2.00
BIOGEM
3.00
BIOGEM
4.00
BIOGEM

* pC02(uatm)

d13c02 = AMO(Sv) i

278.000 -6.500 0.000
TIME-SLICE AVERAGE CENTERED Q@ year

ce(%)

0.000

TIME-SERIES AVERAGE CENTERED Q@ year :

279.960 -6.598 13.613
TIME-SLICE AVERAGE CENTERED @ year
TIME-SERIES AVERAGE CENTERED

279.525 -6.580 12.828
TIME-SERIES AVERAGE CENTERED

279.258 -6.568 11
TIME-SERIES AVERAGE CENTERED

279.044 -6.558 10.444
TIME-SLICE AVERAGE CENTERED @ year

.695

>>>
BN
>>>
IS
>>>
$N$
>>>
B
>>>
AN
>>>
>>>

$N$

SAVING BIOGEM
5.00
BIOGEM
6.00
BIOGEM
7.00
BIOGEM
8.00
BIOGEM
9.00
BIOGEM
BIOGEM

10.00

TIME-SERIES AVERAGE CENTERED
278.899
TIME-SERIES AVERAGE CENTERED
278.777
TIME-SERIES AVERAGE CENTERED
278.680
TIME-SERIES AVERAGE CENTERED
278.601
TIME-SERIES AVERAGE CENTERED
278.528

SAVING

SAVING

SAVING

SAVING

SAVING
SAVING TIME-SERIES AVERAGE CENTERED

278.466 -6.531 8

-6.551 9.
-6.545 8.
-6.541 7.
-6.537 7.

-6.534 7.
TIME-SLICE AVERAGE CENTERED @ year

0.744

Q@ year :

3.499

Q@ year :

5.028

Q@ year :

5.929

Q@ year :

380

6.191

Q@ year :

500

6.623

Q@ year :

922

6.629

Q@ year :

917

6.738

Q@ year :

952

6.740

Q@ year :

.025

6.694

3k >k 3k 3k 5k 5k ok >k >k 5k 5k 5k >k 3k 3k 5k 5k 5k >k >k 5k 5k 5k >k 3k 3k 3k 3k 5k >k >k >k 5k >k >k >k >k 5k %k %k >k >k >k 5k >k %k %k >k %k %k %k %k %k >k >k

*** Simulation complete: shutdown starting ...
skt ke sk sk s sk sk e ok sk sk ke sk sk s sk s e ksl sk ke sk sk s ok sk s ke sk sk s ksl sk e ok sk s ke sk sk s ok sk sk ek sk ok ok

<SST>

<88S>

-0.000 34.900

10.

10.

11.

.471

0.500
0.500

.509 34.

1.500
1.500

2.500

.996 34.

3.500

.209 34.

4.500
4.500

.156 34.

5.500

.975 34.

6.500

.637 34.

7.500

225 34.

8.500

732 34.

9.500
9.500

176 34.

34.

901

901

901

901

902

902

903

903

904

904

*  <DIC>(uM)

2244 .

2241.

2240.

2239.

2238.

2237.

2237.

2236.

2236.

2235.

2235.

000

498

173

169

354

664

069

548

087

682

325

<ALK> (uM)

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

2363.

000

111

135

161

191

220

246

267

285

301

314
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START

available base-configs are listed in:
~/cgenie.muffin/genie-main/configs

SELECT: <«4--p =>select one e.g. based on one used

BASE-CONFIG in a similar pre-existing experiment
l (see: Examples document)
simplest to:
CONSTRUCT: N copy and rename existing user-config from:
USER-CONFIG ~/cgenie.muffin/genie-userconfigs

(or subdirectory thereof)

CHECK:

(i) biological scheme, sediments/weathering

are consistent with base-config,

(ii) time-slice and time-series saving

and save options will give you the output you need

v CHECK: Design new,
SAVE: ¢ (iii) desired tracer g __o or re-use pre-existing
USER-CONFIG forcing(s) are <> tracer configuration set from:
specified (if any) ~/cgenie.muffin/genie-forcings

__________ p CHECK:
Is restart available (if required)?
run experiment interactively
P to re-compile (new base-config)
or check it is going to work at all

NON STANDARD
EXPERIMENT OR YES
DIFFERENT BASE-CONFIG

SUBMIT TO QUEUE

Figure 1.2: Schematic of the sequence-of-events in configuring and running an experiment.



1.4

1.4.1

1.4 Model output 23
Model output

The first thing to note about output (i.e., saved results files) frarffin is that every science module

saves its own results in its own sub-directory (and sometimes in very different and difficult-to-
fathom ways ...) —see Figure 1.1. All the sub-directories of results, plus copies of input parameters
and the model executable, are gathered together in a directory that is assigned the same name as the
experiment (==user-confidile name). The experiment results directories all live in:

~/cgenie_output
and will be assigned a directory name something like:
LAB_0.EXAMPLE

(this being the results directory name for an experiment calld 0. EXAMPLE). Within this di-
rectory are each module’s results sub-directories. We will primarily consider only results saved
by the ocean biogeochemical modtBOGEM’ (subdirectorybiogem). The results files in this
example will thus be found in:

~/cgenie_output/LAB_0.EXAMPLE/biogem

BIOGEM has a flexible and powerful facility of saving results by means of spatially explicit ‘time-
slices’, and as a semi-continuous ‘time-series’ of a single global (or otherwise representative mean)
variable. In contrast, the atmospheric chemistry modAlECHEM ’ does not save its own re-

sults BIOGEM can save information about atmospheric composition and air-sea gas exchange)
while the marine sediment modusEDGEM does save its own results, but only at the very end of

a model experimentBlOGEM can also save the spatial distribution of sediment composition as
time-slices as well as mean composition as a time-series). Furthermore, to attain a common format
for both ocean physical properties and biogeochemiBi@GEM can save a range of ocean re-
sults in addition to temperature and salinity, such as: velocities, sea-ice extent, mixed layer depth,
convective frequency, etc.

Time-slice output

One of the most informative data sets that can be saved is that of the spatial distribution of properties
(such as tracers or physical ocean attributes). However, saving full spatial distributions (e.g., a
36x36x8 array) for any or all of the tracers each and every time-step is clearly not practical; not
only in terms of data storage but also because of the detrimental effect that repeated file access has
on model run-time. Instea®dIOGEM will save the full spatial distribution of tracer properties

only at one or more predefined time points (in units of years). These are téinmedlices At

the specified time points, a set of spatially-explicit data fields are saved for all the key tracer, flux,
and physical characteristics of the system. However, rather than taking an instantaneous snapshot,
the time-slice is constructed as an average over a specified integration interval (the default is set to
1.0 years, i.e. an annual averagB)OGEM assumes that the specified time point represents the
mid-point of the (annual) average with the results that output years end up being reported as e.g.,

0.5
1.5
2.5
4.5

(the mid-points of averages made over the intervals: 0-1, 1-2, 2-3, 4-5 years, etc.).
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Time-series output

The second data format for model output is much more closely spaced in time. Model characteris-
tics must then be reducible to a single meaningful variable for this to be practical (i.e., saving the
time-varying nature of 3-D ocean tracer distributions is not). Suitable reduced indicators would be
the total inventories in the ocean and/or atmosphere of various tracers (or equivalently, the mean
global concentrations / partial pressures, respectively). Like the time-slices, the data values saved
in the time-series files represent averages over a specified integration interval (the default is set to
1.0 years (annual average) but the results are reported with respect to the mid-point of the average
which is where the *.5’ bits come in again).

File naming convention

Thebiogem results directory will contain files with names of the form:
e _restart.nc (is the re-start file created form the run you have just complete, and can be

ignored).

e biogem_series_x.res —these are the time-series files (in ASCII / plain text format).
e biogem_year_*_diag_GLOBAL.res —these contain (global diagnostics) summary infor-
mation and are saved at the same frequency as the time-slices (also as ASCII / plain text).
e fields_biogem_2d.nc — 2-D fields of ocean and atmosphere properties, as NetCDF.
e fields_biogem_3d.nc — 3-D fields of ocean properties, as NetCDF.
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Viewing model output

Time-series output

A descriptive summary of all the time-serigsi ¢gem_series_x.res) data files is given in the
muffin User Manual if you are really that bored. The files of most immediate use/relevance are:
e biogem_series_atm_humidity.res - mean atmospheric (surface) humidity
e biogem_series_atm_temp.res - mean atmospheric (surface) air temperature
e biogem_series_misc_opsi.res - min/max overturning stream-function values (e.g.
AMOC)
e biogem_series_misc_seaice.res - mean ocean sea-ice cover and thickness
e biogem_series_ocn_sal.res - mean ocean surface and whole ocean salinity
e biogem_series_ocn_temp.res - mean ocean surface and whole oceamperature

One way of viewing the contents of files is to change directory to the experiment results directory
and opening the file in the file editor. But that is not so much fun.

Instead — change to the experiment results directory and thenia égem sub-directory in the
Secure File Transfer Client, and try double-clicking (if you have set uWhesCP preferences
correctly) or right-mouse-button-clicking (the then Edit with) on one of the .res files (listed above).
Forbiogem_series_ocn_temp.res, you should see 2 columns — time and mean (whole) ocean
temperature®C). (However, in subsequent exercises a fuller output will be created with additional
columns, with one for mean surface ocean temperature ‘S€)’qs well as mean benthic (bottom
water) temperaturé C)). Other results files may differ in the numbers of columns but all should be
identifiable from the header information.

Note: WinSCP does not automatically refresh the directory listing. If you cannot see the results
sub-directory with the experiment name you have just run, 99 times out of 100, it is because the
display of theWinSCP needs to be refreshed — there is an icon at the top of the program window
or hit the 5’ key.

For your information and edification (onlyexcel, orMUTLAB if you prefer, can be used to graph
the time-series results. Either way you will have to deal with the header line(s) that are present at
the top of the file (and preceding the rows of data).

In Excel: ChooseFile thenOpen. You will want to selectriles of Type ‘All Files (*.*)".

In the Text Import Wizard window you can request th&ixcel skips the first few lines to start
the import on the 2nd or 3rd line of the text file. Alternatively: set an appropriate column width
manually inExcelto ensure that the columns of data are correctly imported.

MUTLAB will ignore lines starting with &, which the time-series starts with. However, it
may be that the header line wraps-around and there is in effect a 2nd header line but wihout a
In this case, extra care (or a quick edit of the header in the ASCII file) will be required to load the
data intoMUTLAB .

2- and 3-D time-slice output

For the time-slice NetCDF (*.nc) files you will be using a program caledhoply. If you want
your own (FREE!) copy of this utility, you can get it here (and is available Yéindoz, Mac, and
linux operating systems): http://www.giss.nasa.gov/tools/panoply/.
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When you open the NetCDF file, you will be presented witbatasets and Variables’ window

(on the left hand side of the application window). This contains a list of all the parameters available
that you can display. You will find that théong Name’ description of the variable will be the

most helpful to identify the one you want. Simply double-click on a variable to display. For the 3-D
fields you will be asked first whether you wantlhgitude-Latitude’ or ‘ Latitude-Vertical’

plot (for the 2-D fields, the plot display will immediately open). For thengitude-Latitude’

plots — there are multiple levels (depth layers) in the ocean - these data that can be plotted from
the surface to the abyssal ocean. For ttmtifude-Vertical’ plots — there are multiple possible
longitudes at which to plot slices. The default is the global mean meridional distribution. There is
also an option forLlongitude-Vertical’ plots (which we will not use). For all three: there may be
multiple time-slices (i.e., you can plot data saved from different years). You can interpolate the data
or not (often you may find that it is clearer not to interpolate the data but to leave it as ‘blocky’ colors
corresponding to the resolution of the model), change the scale and colors, overlay continental
outline, change the projection, etc etc. Grey cells represent ‘dry’ grid points, i.e., continental or
oceanic crust.

NOTE: The default settings iRanoply can mislead:

1. By displaying the very 1st time-slice (often year mid-point 0.5) time-slice rather than the
experiment end. (This can confuse as it can look like an experiment has not done anything!)

2. By interpolating the data (not always misleading). To remove interpolation, un-tick:
‘Interpolate’ in the ‘Arrays’ tab.

3. By displaying a global zonal mean by default when seledtanifude-Vertical plots. Then,
to further confuse you, by plotting the output up-side-down (to invert: in @&&d’ tab, hit
‘Swap B/T (for swap bottom/top).

4. By listing all ‘Ploftable variables’ (option at the bottom of the window), when what you
ideally want are the shorter and less confusing list&Eoreferenced variables’.

5. InLongitude-Latitude plots, by overlaying the modern continental outpumugfin land
is marked in grey.)

6. By fitting a scale to the plot when the display window is opened, but not changing the scale
when e.g., time or depth is changed. (The point of confusion is that you can quickly move
outside the scale and end up with all model points dark blue or red.) Re-fit the scale, or
manually set limited, in theScale’ tab. So be careful when opening a new plot that you are
looking at what you *think* you are looking at ... All the defaults can be changed via the
‘Edit’ drop-down menu andPreferences’.

Explore different data fields and play with different ways of displaying them. Aim for a set of
display properties that show the information you are interested in / want to present in the clearest
possible manner. Try different years (time-slice number), depth level (for a Latitude-Longitude
plot), or longitude (for a verticadection).

To save plots iPanoply:

File

Save Image As ...

Then select the location, filename, and graphics format.
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Submitting experiment ‘jobs’

This bit is no particular fun at all, but it is a very handy ‘trick’ for running the model in the back-
ground, and maximizes drinking time in the bar vs. sat bored watching a computer 3creen

Running jobs interactively is all very well, but there are three important limitations: (1) The con-
nection between your terminal and the server computer running the model must remain unbroken.
Anything more than a fleeting loss of internet connectively may result in the experiment termi-
nating. (2) You can only run one experiment at a time ... unless you want to have thousands of
separate terminal open ...? | thought not ... (3) Any cluster or computer you are likely to be
accessing using a shell will not have many computing cores itself, either because it is a single ma-
chine with only one or two processors, or if a cluster, by using a terminal you are running on the
‘head node’, which will have similar computing core limitations to running on a single machine.
The more experiments you run simultaneously, the slower they will all run . .

The alternative is to submit your experiment as a ‘job’ to a queuing system which then manages
what compute resources are used to run the model. Once you have submitted the experiment, that
is it — you can go straight to the pub :)

For example — to run the same experiment as befayg_ (0 . EXAMPLE) for maybe 100 years (or
even longer if you wish — | am just pulling factors of 10 out of thin air here) but now submit the
experiment as a job to the cluster queue, type:

$ gqsub -q dog.q -j y -o cgenie_log -V -S /bin/bash runmuffin.sh
cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_O0.EXAMPLE 100

(Again: SINGLE, CONTINUOUS LINE.) Here, the particular queue namdadgy.

Note that now you should omit the/’ bit beforerunmuffin. sh. (If you are interested (I know
that you are not): the options followingsub and beforerunmuffin. sh do things like re-directing
screen output and error messaging to a file and specify which linux ‘shell’ to assume. It is even
possible to receive an email when the job is done :) ) The status of the cluster queue and how you
experiment job is getting on (e.g., “Is it finished yet?”) can be checked by typing:

$ gstat -f

(gstat -f -u "*" will show all jobs on the cluster.)

After submitting an experiment, you receive a job number. This number appears in the first
column in the queue status information when you issue a gstat —f command. You should see your
job appear on one of 6 compute nodes, humbered 0-0 to 0-5), although it might briefly reside as
a ‘PENDING JOB'. For each node, there are multiple processing cores (depending on the specific
cluster and queue), meaning that multiple instancesudfin can run simultaneously on each node.

For an 8-level ocean based configuratiomfffin, being run for 100 years, the job should remain
there in the queue for a few minutes before ‘disappearing’ (your clue that it has finished, 3r died
...). If you periodically re-issue @stat -f command you can follow your job’s progress.

A rough rule of thumb is that 8-level oceamuffin @ a horizontal grid resolution of 36x36 will
simulate about 1000 years per CPU hour. The 16-level version (which you will use later), runs at
about 300-400 years per CPU hour.

261f your experiment appears on the queue but vanishes after a few seconds, it has most likely died :(



28 Chapter 1. Installation, configuration, basic usage

NOTE: It may be that th&¢ORTRAN compiler is not accessible by the computer nodes. The im-
plication of this is thathemuffin executable must be already compiled BEFORE a job is submitted
to the queue

In other words; if you have just changed the model resolution or continental configuration, or
number of tracers (i.e. changed th&se-confijjor issued aake cleanall command you MUST
briefly run your desired experiment (or equivalent) interactively (i.e., in the shell window) to ensure
that everything is correctly compiled. For instance, either run the experiment for a couple of years
or start the experiment for the desired full duration, but ’kill it’ (Ctrl-C) once the experiment is
running successfully.
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‘Restarts’

Not much fun here either ... but again — an important and time-saving (== increased drinking
time!) modelling technique to learn to use.

By default, model experiments start from ‘cold’, i.e., the ocean is at rest and uniform in temper-
ature and salinity while the atmosphere is uniform in temperature and humidity. All biogeochemical
tracers in the ocean have uniform concentrations and/or are zero and there are no biogenic materi-
als in deep-sea sediments. From this state it will take several thousand years (kyr) for the climate
system to reach steady-state, and closer to 5 kyr (or more) for ocean biogeochemical cycles and at-
mospher& O, to reach steady-state, and exceeding 100 kyr for sediment composition to re-balance
weathering ... Reaching this the equilibrium state is calledspa-up phase of the model. There
is evidently little point in repeating th&pin-upfor each and every model experiment that are simi-
lar except in a single detail (e.g., testing a variety of diffe@@ emissions scenarios all starting
from current year 2012 conditions). A facility is thus provided for requesting thed-atart is
used — starting a new experiment from the end of a previous one, ususpip-aipthat has been
run explicitly for the purpose of generating a starting poratgtar?) of the system at steady-state
(equilibrium) for subsequent experiments to continue on from. It is important to note that there
is nothing special about@-start— it is simply an experiment that you have already run. Equally,
there is nothing special about treestarts you will download next — these you could have generated
yourself — it simply saves time to have them yicked.

To experiment with using ee-start you will first need to download a file that has been created (a
pre-run 10,000 year spin-up). To fetch this: Change tocdenhie_output directory (perhaps by
going ‘home’ first ¢d <Enter>), and then changing tegenie_output — refer to linux commands
HOW-TO and Figure 1.1), and type:

$ wget http://www.seao2.info/cgenie_output/LAB_0.SPIN.tar.gz

This downloads an archived/compressed copy of the restart from a location on the interweb.
Extract the contents of this archive by typing:

$ tar xfzv LAB_0.SPIN.tar.gz

Finally, change directory back tgenie . muffin and thengenie-main so that you are ready
to run the model (the model is *always* run frotgenie .muffin/genie-main).

A re-startcan be requested in running an experiment by setting the 5th and last (optional) param-
eter when entering in theunmuffin.sh command. A spin-up of the climate state is provided:
LAB_0.SPIN which you have just unpacked to thgenie_output results output directory. Create

a new (user-configy experiment configuration file in the:
/cgenie.muffin/genie-userconfigs/LABS directory by using the given fileAB_0.EXAMPLE

as a template (no parameter changes need to be made yet). You can make copies (cp command)
of the experiment configuration files (e.gAB_0.EXAMPLE) and assign them different names, e.g.,
twilight, rarity, applejack .... (ideally, use a name that helps you remember what the experiment
did). Or ... if you and the linux command lines are simply not BFFs, you can dragstiteconfig

file (LAB_O.EXAMPLE) you want to use as a template to your local PC (/Mac) directory in the file
transfer window, rename it either in the file transfer program or e.g., via the Windoz file-manager
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(e.g., toLAB_0.NEW), and drag it back to the cluster directdryagain. You specify the use of the
restart state by adding the restart experiment name as the 5th parameter, e.g.:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worbe2.BASE LABS LAB_O.NEW 100 LAB_0.SPIN

The run-time output should now look noticeably different. There should be no (or perhaps just
very little) drift in any of the various variable values outputted to the screen — this is because you
have (re-)started from the end of a run that had already ready an equilibrium, steady-state.

2T /cgenie.muffin/genie-userconfigs/LABS



configuration (1)
ental configuration (2)
thermal heat input

2. Climate dynamics & experimentc

Stuff to keep in mind:
e Models ARE NOT the ‘real World’ (it is going to be pretty obvious this is the case here).
e Don't believe what you read in Nature or Science.
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Readme

You will need to download a nevestartfile prior to embarking on the snowball Earth experiments.
To fetch this: change to thegenie_output directory, and type (or copy and paste carefully from
this PDF ...):

$ wget http://www.seao2.info/cgenie_output/LAB_1.SPIN.tar.gz

This downloads an archived/compressed copy of the experimadnt . SPIN — effectively, just
an experiment (spin-up) that has been run for 5,000 years for you. Extract the contents of this
archive by typing:
$ tar xfzv LAB_1.SPIN.tar.gz

A new experiment results directly will then appear as if you had just run the entire 5,000 year
experiment yourself, and you could in fact have done so (remember to refrasim8€EP directory
view window if you are using this particular software, or it might appear that nothing has been
extracted).

You'll then need to change directory backgenie-main to run the model.
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Brrrrrrererrr = it’s chilly on ... snowball Earth!

To illustrate how ‘easy’ it can be to configure an Earth system / climate model sunbféis and

explore the behavior of the Earth system and its response to perturbation — you are going to induce
an extreme cooling of the climate system and see what happens. Solar output was weaker during
the late Neoproterozoic, a time when the Earth experienced a series (2 ish) of extreme glaciations.
Thus, having a mild climate state to start with must have been dependent on su@iCieand/or

CH, in the atmosphere and hence presumably highly elevated compared to the modern World ...
sort of opposite to the problem we have today ..

You are going to be running experiments in a similar manner to before, and usimg-$heart
experiment that you downloaded:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.woreql.NONE LABS LAB_1.EXAMPLE 100 LAB_1.SPIN

But ... rather than use the provided experiment configuratiorLfike 1. EXAMPLE (which is pro-

vided for you), why not get into the habit of creating new and uniquely nansed-confidfiles

(no harder than copying it and renaming it!). If you keep using the same experiment name, the re-
sults will be over-written each time, while having 2 (or more) experiments running simultaneously
with exactly the same name causes havoc as they try and over-write each others results files in a
somewhat entertaining but ultimately useless way.

Overall: your task in this exercise will be to determine the radiative forcingG@,pequivalent)
threshold required to drive the climate system into a full ice-covered ocean (snowball Earth) state.
(Read theHyde et al.[2000] paper.)

Useful 2-D (netCDF—Panoply) variables to view are surface air temperature and sea-ice extent
(and/or thickness). Ocean surface temperature and salinity can be viewed in the 3-D NetCDF results
file.

Time-series (ASCII .res files) are useful for providing simple mean indicators of global climate
such as global ocean fractional sea-ice covered.

Note that the model configuration of an idealized super-continent, positioned symmetrically
about the Equator, is pretty unrealistic. But the further you go back in time, the more uncertain
it becomes as to exactly where and in what orientation the continents were. Sometimes modelers
have to resort to somewhat idealized experiments if the uncertainties are too great. In addition, one
can conduct sensitivity experiments to test whether the continental configuration is important to the
results. For instancdjoffman and Schrag2002] discuss the potential importance of continental
configuration, while the entire hypothesisi@dnnadieu et al[2004] rests on specific details of the
continental configuration being realistic.

For this configuration, the solar constant is set weaker than modern to reflect the fact that the
Sun’s output has increased with time and during the Neoproterozoic the solar constant would have
been ca. 5% weaker. This is set by the mqusbmeter

ma_genie_solar_constant= 1285.92

which is set at the top of the provideder-confidile. (For reference, the modern value is 19681 2.)

Other questions to think about with regards to numerical modeling (and this experiment) are:
¢ (Is the model configuration and experimental design ‘realistic’ ... ?)
e What is ‘missing’ in the model and what might the implications for your predictions and
conclusions be? For example, there is no land-surface scheme (and hence no concept of
‘snow’) in this particular configuration.
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e Are the simulations being run for sufficiently long? Why not if not (i.e., justify your
choices of parameter values and experimental assumptions)? How might the results and
conclusions be biased (if at all)?

e How would you test model predictions and your overall conclusions?

e How could the experimental design be imped?

To search for the atmosphef(@®, concentration (or rather, radiative forcing equivalent) that would
lead to a ‘snowball Earth’ state in the Neoproterozoic and answer the question: ‘How lo@Oges
have to be to trigger a ‘snowball'?’ you are going to edit the file that controls the specific details
of the experiment — thaser-configile. From thegenie-userconfigs/LABS directory, open one

of the snowball experiments in your preferred text editor. At the top of the file you should see
something like:

#
#
# —o CLIMATE == mm oo o oo oo oo
#

# scaling for atmospheric C02 radiative forcing, relative to 278 ppm
ea_radfor_scl_co02=20.0

Each line that is not commented out (i.e., no #) contaiparametemame and assigned value
pair, with the format:

PARAMETER=VALUE

The value of each parameter can be edited to form a new experiment. (Additional parameter value
specifications can also be added, or existing ones deleted.) In this example, the line:

ea_radfor_scl_co02=20.0

specifies a radiative forcing of climate B0, equivalent to x20 modern (20x278 = 2560 ppm). If
you instead wrote:

ea_radfor_scl_co2=1.0

this would give you a modern (x1, or 1x278 = 278 ppm) radiative forcing. (Technically: the pre-
industrialCO, value rather than ‘moderper se) Note: CO; is not being explicitly modeled in this
experiment, but the long-wave radiative forcing associated with a specified concentrafi@n of

(in ratio to modern) is being set instead.

Edit the value ofea_radfor_scl_co2 (lower or higher) and save the file. Re-run the exper-
iment to see whether sea-ice extent is approaching a new steady state. You may want to try even
longer simulations (than 100 years) if it becomes clear that the model is still far from steady-state.
You can judge how close to equilibrium things have got by following (and/or plotting) the evolution
of e.g., global surface air temperature or sea-ice extent (both time-series files).

HINT: Submitting the experiments to the cluster will allow you to run many many experiments
(i.e. each with a different radiative forcing value) simultaneausly

For each experiment you want to be assessing how far towards the Equator the sea-ice limit en-
croaches through some of tlime-seriesandtime-slicefiles or even the on-screen summary lines
(assuming running interactively rather than via a job submission to the cluster queue). Informative
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time-seriesvariables include (but not necessarily be limited to): atmospheric temperature and sea-
ice cover. (Sea-ice thickness, on account of the simple physics in the model, low resolution and
long time-step, can fluctuate a little in area and volume at times.)

For thetime-slicedata: atmospheric and ocean surface temperature and sea-ice extent (2-D
biogemNetCDF file) may be informative.

HINT: Be careful with the Fit fo data’ scaling feature irPanoply — at near complete sea-ice
cover, you may find Panoply scaling min and max sea-ice between 99.1 and 99.9% or something.
Specific fixed scale limits (e.g. 0 and 100) can be set instead.

In answering the question (‘How low do€€, have to be to trigger a ‘snowball’?’), think about
what an appropriate degree of accuracy might be for your experiments. Just because computer
models generally calculate to around 16 significant places of precision, does not mean you have
16 significant figures of realism. For instance — how many significant figures is the solar constant
qguoted to and what do you think is the uncertainty in this? Harder to judge is how the assumed
(incorrect) continental configuration creates additional uncertainty, or the simple physics assumed
in the ocean or sea-ice, or lack of snow on land ..

Once you are happy about the controls on the snowball threshold try and answer the supplementary
guestion:

How high does the (C£) radiative forcing have to be in order to escape from a snowball?

Having determined the appropriate radiative forcing value required to create a snowball state,
you can use that experiment a®astart and hence carry out a series of experiments with increasing
radiative forcing, all starting from the same snowball climate state you have just created. Defining
the radiative forcing / climate path going out of a snowball would complete the hysteresis loop of
Hyde et al.[2000]. Note that a gootke-startis one for which the experiment did not sit too long in
the snowball state before finishing (the more sea-ice thickness you create in the first experiment, the
more you are going to have to meltin the next...). To achieve this, you can fine-tune the number of
years the experiment is run, i.e. having determined the appropriate radiative forcing value required
to create a snowball state, find out when in the experiment the snowball state first occurred, and
then run a new experiment that finishes only a decade or so after the snowball is ifitiated.

HINT: If you are having trouble deciding whether or not the snowball is heading in the right
direction (i.e. towards an exit!), e.g. because sea-ice is always reported at 100% (or close to), you
can keep track of whether there is net melting or net freezing by following mean sea-ice thickness
(m) as reported in theiogem_series_misc_seaice.res time-series output file. Your indication
of a melting snowball state is a progressive decline in mean thickness (a proxy for global ice vol-
ume). Note thatyou canopenand reviav the resultsof time-seriediles at *any* time duringthe
experimentasthelinesarewritten while the datafor eachtime pointis generated.

Overall: think critically about the model configuration, the experimental design, and the nature
of the scientific question (based on your background reading of snowball Earth). Some of the ex-
ploration/testing suggestions (above) may not necessarily give substantially different results. Such
a finding would be as valid and interesting as determining an important dependence of a certain
assumption, and would for instance indicate that the associated paleo uncertainties are not critical
to model assessment of the question.

1You cannot select when thie-startis saved — it is always saved at the end of an experiment.
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Always be prepared to justify all your choices for experimental design and model settings, e.g.,
range of radiative forcing assessed, continental configuration(s), solar forcing, use of re-starts (if
any), run duration, etc. etc. etc. etc.
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Further ideas

Feedback loop analysis

To quantify the snowball Earth hysteresis loopniuffin as per Figure 2 irHyde et al. [2000]

you will need to extract from the model ‘meaningful’ measures of climate (e.g., global surface air
temperature, fractional sea-ice coverage) as a functidb@f multiples, CO, concentration, or
(better) radiative forcing. For the latter, mnuffin, the radiative forcing for a doubling &O; is set

at: 577Wn1 2. See:Myhre et al.[1998] (Geophys. Res. Lett. 25, 2715-2718) anti?@C [2007]

for more on what radiative forcing is and how it is related to a relative chan@®&irconcentration.
Also, for making a comparison witHyde et al.[2000] — for going into the snowball, note that they
plot the change in radiative with a ‘cooling’ as positive (a bit daft). Their baseline radiative forcing
state (an anomaly oMIn2) you might assume is equivalent to 278 ppm and hent80 ppm is

an approximately halving €O, and hence creates 5W n12 of cooling. (You might prefer to plot

the radiative forcing change as warming being positive, which makes rather more sense ...)

For coming out of a snowball, because 6, and hence radiative forcing threshold is so
high as compared to going in, you may want to be creative in the plotting (assuming attempting to
combine both thresholds into a single plot) and, for instance, one might break the scale between the
low radiative forcing interval spanning going in and the high one spanning coming out.

Another example is as per Figures 3 and &tone and Yaf2004] (Clim. Dyn. 22, 815-822)
(although here it is the solar constant rather than long-wave radiation forcing that is being varied).
So in fact, you could try varying the solar constant as an alternative to radiative forcing and hence
be able to come up with a plot directly comparablé&tone and Yaf2004].

Continental configuration (1)

It was mentioned earlier that the position of the continents is an area of modelling uncertainty and
might be important. You can test for this. Four alternabese-configare provided, each defining
a different continental configuration:

1. cgenie.eb_go_gs_ac_bg.wopoll.NONE

— a single polar super-continent, with an ocean resolution of 36x36 with 8 vertical levels.
(Note potential ‘I' and 1'1 confusion in ‘wopoll’.)

2. cgenie.eb_go_gs_ac_bg.wopol2.NONE

— one continent at each pole, with an ocean resolution of 36x36 with 8 vertical levels.

3. cgenie.eb_go_gs_ac_bg.woreql.NONE

— a single Equatorially-centred super-continent, with an ocean resolution of 36x36 with 8
vertical levels. [current configuration]

4. cgenie.eb_go_gs_ac_bg.woreq2.NONE

— two continents straddling the Equator, with an ocean resolution of 36x36 with 8 vertical
levels.

You can use the giveaser-confidile (LAB_1.EXAMPLE) as an experiment template, and any of
the alternative configurations can be run very similarly to as per before, i.e.:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.xxxxx.NONE LABS LAB_1.EXAMPLE 100

Note that you are using a differdohse-confidile name:cgenie.eb_go_gs_ac_bg.xxxxx.NONE
wherexxxxx IS one of:wopoll, wopol2, woreql, Ofr woreq?2.

Also notethat nore-startsare provided for any of these configurations. You may (or may not)
want to create some (you will need to judge for yourselves how long to run the restart experiments
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for to achieve as close to steady-state as you think is ‘sufficient’). Recall agaimetbiarisare

just ‘normal’ experiments that have already been run. Be careful that when changing from one
base-configo another, the model re-compiles. Simply running the new configuration briefly is
sufficient to ensure this. Experiments can then be safely submitted to a cluster queue, i.e. do not
try and submit an experiment using a differdratse-configstraight to the cluster queue without
having run it (or a short version of the experiment you want) interactively first (to ensure the model
is re-compiled). This is also good practice — checking that a new sort of experiment and/or model
configuration works as you intend and without hiccups.

Continental configuration (2)

Although much useful can be learned from conceptual configurations and Worlds regarding climate
dynamics, it is invariably aesthetically more ’'pleasing’ to also test ideas in a more paleogeograph-
ically realistic configuration. Provided is a setlidse-configanduser-confidiles (plus associated
boundary conditions) for the position of the continents and climate 635 millions years ago (635
Ma). For this:

Thebase-configs namedmuffin.C.fm0635ch.NONE

Theuser-configs: muffin.C.fm0635cb.NONE. SPIN

NOTE that theuser-confidile is now found in the directory:

“\cgenie.muffin\user-configs\PALEQ

so that you either need to specify this differePt(E0) directory when runningnuffin, or copy the
user-confidgile into LABS.

A re-startexperiment is provided callethffin.CB.fm0635cb.NONE.SPIN and which can be
downloaded as per before:

$ wget http://www.seao2.info/cgenie_output/muffin.CB.fm0635cb.NONE.SPIN. tar.gz
and unpacked by:
$ tar xfzv muffin.CB.fm0635cb.NONE.SPIN.tar.gz

(Remember: you should be in thgenie_output directory when you do this downloading and
unpacking.)

To run (e.g. for 100 years), following on from ite-start (and leaving thaiser-configin its
PALEOQ directory):

$ ./runmuffin.sh muffin.C.fm0635cb.NONE PALEQ muffin.C.fm0635cb.NONE.SPIN
100 muffin.CB.fm0635cb.NONE. SPIN

(all onone line)

NOTE that thebase-configand user-configfilenames startuffin.C. whereas thae-start
filename startsuffin.CB. ... justto try and trip you up ...

Geothermal heat input

Finally, muffin will fairly happily build up sea-ice, apparently without limit (with the remaining

wet ocean becoming progressively colder and more saline). In the real world, one might expect
some sort of limit to the maximum thickness achieved as the heat diffusion across a progressively
greater thickness of sea-ice approaches the heat input at the bottom of the ocean from geothermal
energy. Different modes of ocean circulation are also possible if one considers heating from the
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bottom as well as cooling (and brine rejection) from the top and which might affect the entry into
or exit from a snowball state.

In the experimental setup you have been given, a geothermal heat input is specified in the ocean
circulation module via the following :

bg_ctrl_force_GOLDSTEInTS=.TRUE.
bg_par_Fgeothermal=100.0E-3

The parametesg_par_Fgeothermal Sets the geothermal flux in units of Wrh (Note that in
the Neoproterozoic, the geothermal heat flux could have been somewhat higher than modern. How
much higher? A question f@eoogle... ?)

An appropriate research question might be to determine in radiative fovsingeothermal
space (and requiring a 2D grid of parameter combinations to be created and submitted to the cluster),
the equilibrium sea-ice thickness and region in which a snowball solution is not possible. However,
more simply and suitable to a short exercise: How much of a difference, to the estimated entry
and exit thresholds of radiative forcing, does the inclusion of a geothermal input make? E.g., what
happens if you set it to zero? What about 10 times modern (or more, although *extreme* seafloor
heating can cause numerical instability and the model to crash)?

Seasonality

By default, the idealized model configurations are non-seasonally forced (by solar insolation). You
can switch to a seasonally-forced to model by adding the following lines tod@econfidile:

ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.

The scientific question here in trying this would be whether or not taking into account a seasonally-
varying climate substantially affects the entry (and/or exit) thresholds for a snowball climate state.
(At least, whether it is important in the context of the resolution and physics of the model you are
using.)

You can also save the data seasonally if you like — see Section 12.2. Sinffie User Manual
(this document!¥.

2For reference, your configuration has 24 time-steps per year set fBI@@EM module.






Tracing ocean circulation

Poking the climate beast

Further ideas ,
Hosing investigations
‘Anti-hosing’-investigations
Response to fransient warming
Ventilation age fracers

Stuff to keep in mind:
e Nothing at all — keep your mind completely empty and let the wonderful truthraudfin
permeate your entire being.

Background reading (Atlantic circulation and stabilitynmuffin):

e Hargreaves et al. [2004] (Climate Dynamics 23, 2004, Pages 745 — 760)
—Simple assessment of the likelihood of AMOC collapse.
e Marsh et al. [2004] (Climate Dynamics, 23 2004, Pages 761 — 777)
—Characterization of thresholds of AMOC collapse.
e Singaraye et al. [2008] (GRL 35, d0i:10.1029/2008GL034074)
—Role of changing ocean circulation in atmospheric radiocarbon variability during the Younger
Dryas.

Background reading (Miscellaneous (model) Atlantic circulation and stability):

e Rahmstorf et al. [2006] (In: Encyclopedia of Quaternary Sciences, Edited by S. A. Elias.
Elsevier, Amsterdam)
—Provides the background to the Atlantic Meridional Overturning Circulation and hypothe-
sized hysteresis.

e IPCC [2007] (e.g., Section 10.3.4)
—Future predictions of AMOC strength.

e Schmittner [2005] (Nature 434, 628— 633)
—Impacts on marine ecosystems and carbon cycling.

e Obata [2007] (J. Clim. 20, 5962-5976)
—Climate-carbon cycle model response to freshwater discharge.
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READ.ME

You will need to download a neve-startfile prior to embarking on the experiments with modern

ocean circulation. To fetch this: change to thgenie_output directory, and type (or copy and
paste carefully from the PDF ...):

$ wget http://www.seao2.info/cgenie_output/LAB_2.SPIN.tar.gz

This downloads an archived/compressed copy of the 10,00Gpaaupexperiment.AB_2.SPIN.
Extract the contents of this archive by typing:

$ tar xfzv LAB_2.SPIN.tar.gz

You'll then need to change directory backgenie-main to run the model.
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Tracing ocean circulation

The ocean biogeochemistry moduBIQGEM ) in muffin provides a framework for applying time-
and spatially-variable ‘forcings’ of the Earth systemfluxes or restored-to boundary conditions
that can be prescribed for any gas, dissolved substance (including temperature and salinity), or
particulate matter. Examples include freshwater input (== a negative salinity flux forcing) of the
North Atlantic to alter ocean circulation, fossil fuUBlO, emissions to the atmosphere (=€&,
gas flux forcing), or aeolian iron supply to the surface ocean (a 2-D dust flux forcing).
For example: view theser-confidgile: LAB_2.colorinjection — you will see the following
lines (under the heading#‘ -- FORCINGS --)

bg_par_forcing_name="pyyyyz_Fred"
bg_par_force_point_i=22
bg_par_force_point_j=33
bg_par_force_point_k=8
bg_par_ocn_force_scale_val_48=0.0

The first line pointanuffin to a directory located iRgenie.muffin/genie-forcings that
contains a set of files that define what geochemical property is going to be altered plus information
about how the magnitude of the forcing changes with time.

There are then three linebg_par_force_point_i=20, ...) that specify the location in the
ocean of the geochemical forcing is going to be applied. The point sources are specified in (i,j,k)
coordinates, which in this case is (22,33,08). For the ocean model resolution we are using, the grid
is 36x36x16, longitude (i) is counted from left-to-right (1 to 36); latitude (j) is counted from bottom-
to-top (1 to 36); level depth (k) is counted from downwards top-to-bottom (16 down to 1). Thus,
(22,33,08) is a release of tracer in the North Atlantic, a little south of Greenland, and intermediate
depth (level = 8 out of 16). Refer to the Figures for how the horizontal (Fi§ubeand vertical
(Figure3.2) grid is specified.

Finally, there is a scaling parameteg(par_ocn_force_scale_val_48) which modifies the
magnitude of the flux to be applied (in unitsrmblyr1).

You are going to run a brief experiment in which you will be injecting a conservative ‘dye’ tracer
into the ocean. ThBIOGEM module has two tracers defined for this purpose — ‘blue’ and ‘red'.
Open theuser-confidfile: LAB_2.colorinjection and edit the parameter controlling the flux of
red dye to read:

bg_par_ocn_force_scale_val_48=1.0E12
which specifies a flux of D x 10" ( molyr—1) rather than zero as given as the default in the example
user-configfile?.

Thebase-configou will be using is different from previously:genie.eb_go_gs_ac_bg.worjh2.rb
— this specifies a 16 vertical levels ocean and also includes seasonality ahsolation.

1Refer to the force the systeHOW-TO in the muffin manual for further details darcings
2j.e. don't leave the value as zero ... otherwise you'll have no flux forcing applied and will not see anything happen ...
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Figure 3.1: The muffin grid for a modern 36 x 36 ‘worjh2’ configuration. Light blue numbers

are the ‘i’ co-ordinates. Green numbers are the ‘j’ co-ordinates. The depth of the ocean at any
location is indicated by its ‘k’ value — a number between 1 and 16, with 16 being the surface layer
of the ocean, and 1 the maximum possible depth anywhere. Numbers > 90 (91, 92, 93, 94) and
shaded grey are land (and specify the direction of run-off). Location (22,33,08) is highlighted in
yellow. The longitude of the western edge of this particular modern ocean grid is at 260W, and the
increments are 10 degrees.
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Figure 3.2:The muffin ocean vertical level definitions for a modern 16-level ocean grid.
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Run the model for ... whatever, 20 years will do. Use heatart experiment that you have just
downloaded to start from:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.rb LABS
LAB_2.colorinjection 20 LAB_2.SPIN

View the results — for instance how the red tracer distribution evolves with time — itintlee
slice files (full ocean/atmosphere) properties saved inrtbeCDF format (.nc) files). You can
follow the progress of the dye (and hence diagnose the properties of ocean circulation in the model)
by plotting vertical and/or horizontal slices that go through (or near) the cell location in which you
inject the dye tracer in the 3BetCDF file. Note thatPanoply appears to ‘count’ the ocean layers
in the opposite direction to the way in which the ocean model is actually counting them — the correct
definition is with ‘1’ being very deepest level possible (and as displayed in the figure).

You can also view the tracer distributions in terms of a water-column integrated tracer inven-
tory (netCDF variable name:ocn_int_colr; long name: colr water-column integrated tracer
inventory) in the 2DnetCDF output. (SeeSabine et al[2004] for the use of water column inte-
grals in the context of the distribution of anthropogedi@, uptake and storage.) Changes in tracer
inventory with time can be tracked in the time-series file

biogem_series_ocn_colr.res.

You can also plot the overturning circulation from the 2D netCDF file — variable phys_opsi
== global overturning streamfunctiophys_opsia == overturning in the Atlantic to provide a
visualization of the large-scale ocean circulation that drives tracer movement.

Spend a little while altering the fluxog_par_ocn_force_scale_val_48) and/or location
(bg_par_force_point_i, bg_par_force_point_j, bg_par_force_point_k) of tracer input.
Overall — note how you can use numerical ‘tracers’ to help diagnose (and better understand) the
circulation of theocean.

An interesting (honest!) and illustrative exercise is to use the dye tracer to pick out the path taken
by Mediterranean Intermediate Water. Despite the low resolution afntii&n ocean circulation

model component and the highly restricted representation of the Mediterranean, the model does
predict a salty Mediterranean as a consequence of P-E in this basin (and its catchments) being
negative and this water makes its way out in the subsurface into the Atlantic.

Simply specify a dye injection somewhere in the Mediterranean (be careful with the restricted
depth of the Mediterranean — if you inject too deeply (into the crust!) then you will not see anything
(refer to the figure for the depth level (k) number of the maximum depth of the water column in
each location), and it is better to inject it relatively close to the opening of the gateway (try some
different locations and see which ones produce a reasonably instructive tracing of Mediterranean
outflow). Run for e.g., 20 or 50 years (from the provided spin-up). Then:

1. View the dye-tagged plume of Mediterranean Intermediate Water by plotting a lat-lon slice
(from the 3DnetCDFfile). This will give you the depth of the plume. How does this compare
with salinity observations (salinity observations and appropriate global datasets can be found
on the web with a little patience)? You can also view the water-column integrated distribution
(2D netCDF).
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2. Try viewing the plume via a lat-depth slice. Refer to the figure to determine the ‘i’ value up
the Atlantic that will just graze the edge of what passes for Spain at this low model resolution.
Which direction does it head after exiting the Mediterranean? Is this ‘realistic’?
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Poking the climate beast

Instead of adding a dye tracer, you could add fresh water to the ocean surface to assess the sensi-
tivity of the Atlantic Meridional Overturning Circulation (AMOC) to collapse, in a classic ‘hosing’
experiment.

Theuser-confidile for this is called’LAB.2.hosing. The default (i,j) location of the flux input
is the same (as the dye tracer), but now the injection at the surface (level: k=16). Note that the
forcing of the salinity tracer is negative (freshwater = negative salinity compared to sea-water)!

To orientate you in freshwater forcing spadsg_par_ocn_force_scale_val_2=-2.0E17
should be sufficient to make ‘stuff happen’ and quickly. BUT, this is a pretty extreme flux (see
overleaf for a rough conversion between salinity forcing units (motyand fresh water flux (in
m® s~ or Sv). Much more than this and the model may crash or at the very least, you'll be left
with a large freshwater pond in the North Atlantic ... (See later (Section 1.6e) for some exciting
discussion on units!)

To run the model for e.g., 20 years using the same restart:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.rb LABS
LAB_2.hosing 20 LAB_2.SPIN

20 years should be long enough to see a collapse start to occur, but you might want to run the model
for longer (and it can be submitted as a job, of course). Running for longer will also allow you to
have a smaller, less extreme (and maybe more realistic) freshwater input flux.

The most obvious property of the Earth system to follow is the Atlantic overturning strength
(biogem_series_misc_opsi.res). The AMOC stream-function (ifiields_biogem_2d.nc 2-
D time-slicenetCDF results file, field: phys_opsia) is also illustrative. You can also try and
identify the salinity anomaly (see below) due to freshwater input in the 3D salinity tracer field.

There are also important impacts on surface air temperatures and maybe sea-ice extent (in
fields_biogem_2d.nc). Note the importance (sort of) of the AMOC in transporting heat to the
N Atlantic region (the film the Day After Tomorrow was not entirely inaccurate in this particular
respect). Be aware of the possibility of climate impacts far from the location of fresh water forcing.
Look out for any significant-looking impacts on sea-ice extent, etc.

Note that as the model is running rather s | o w e r than in the snowball configuration, you
might want to think carefully of making use of cluster queuing possibilities (i.e., running multiple
experiments at once in thmckground).

To more easily assess some of these impacts (and for other sorts of analysis) it is possible to create
an anomaly (difference) map Panoply

1. First open a dataset, e.gtm_temp (surface air temperature) in the 2i2tCDF file. You
can either double-click the variable name, or, with the variable name highlighted, click the
‘Create Plot’ icon.

2. Now, with theatm_temp still selected (and the first plot window still open), click on the
‘Combine Plot’ icon. A dialogue box will appear and ask you to select a plot to combine the
new one with. Make sure the name of your first plot window is selected/highlighted. Click
‘Combine’. OR, simply drag a second dataset into the plot window of the first dataset.
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Figure 3.3: Example plot of (normal/default modern) overturning streamfunction¢2CDF file).

(e.g., for Atlantic: netCDF parameter namephys_opsia, long-name: Atlantic streamfunction).
Note that autoscaling has been turned off and the min and max plotting limits set manually. By
convention, streamfunctions are plotted with their scale symmetrical around zero, giving red and
‘warm’ colors for positive value and clockwise overturning, and blues and ‘cold’ colors for negative
values and anti-clockwise overturning. (The plot has been tart-ed up by overlaying solid contours
plus contour labels.) It may be necessarfPanoply to re-orient (invert) the vertical grid.

3. You now have a plot window that by default it is showing you the difference between two
identical (in time) slices. The two different slices are labeled Array 1 (LH side) and Array 2
(RH side).

Keep one array (Array 1) fixed to the initial (year 1 (centered on 0.5)) and vary the year in the
second array (Array 2). Note that you can select in Panoply whether Array 1 — Array 2 is plotted,
or Array 2 — Array 1, or various proportional or relative differences.

Note that you can switch off the auto-scaling feature (Always fit to data) and center the scale so
that no change is white, with positive deviations = red and negative = blue by clicking on Center on
0 (an often used convention in climate field plotting).

Two example plots (usinBanoply) are shown in Figur8.3for the Atlantic basin, and Figure
3.4for the Racific.

You can also plot ocean current fields which is sort-of fun and maybe even informative(!):

1. In the 3DnetCDF file, the three components of ocean velocity are represented by the vari-
ables: ocean velocity — u (Eastwards), ocean velocity — v (Northwards), and ocean velocity —
w (upwards). 2. Open up velocity — u. Chose ‘lon-lat’.

2. Select/highlight velocity — v. and click on the ‘Combine Plot’ icon (as per before).

3. Rather than a difference map, which is what you get by default, i.e., ‘Array 1 — Array 2’ —
from the drop-down menu (next to the ‘Interpolate’ button) select ‘Vector Magnitude'.

4. You should have a color contoured (or not if you prefer plotting without contouring on) map
of ocean current speed, with velocity vectors (direction and magnitude) overlain. You'll need
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Figure 3.4: Example plot of collapsed AMOC.

to re-scale the velocity vectors to properly see them — from the ‘Contours and Vectors’ tab
— change the ‘Scale Length’ to e.g., 0.1. (OMac, look under the “Vectors’ tab for a
‘Reference Value’ to something like 0.1.) When fresh-water hosing — look out for impacts on
the N. Atlantic current system associated with the AMOC.

5. You can repeat this for deeper depth levels in the ocean — e.g., between about 1500 and 2000

m is a good place to go looking for the Western boundary current (and AMOC return) in the
model (such as it exists at this low resolution) but you'll need to re-scale the velocity vectors

again (e.g., to 0.01 to less).
An example plot (usinganoply for visualizing surface ocean current fields) is given in Figdie

Finally, a brief note on units ... the freshwater forcing is implemented as negative salinity, just to

really screw with your mind. The generic intermauffin model units for the forcing end up as
PSUkg lyr—1. Which sort of does not make much sense ...

Start, by thinking of a value obg_par_ocn_force_scale_val_2 of —34.9 as equivalent
to taking all the salt out of Kig of freshwater (since the mean global salinity is@RSU). Or
equivalently, since the ocean volume is fixed, an applied forcing value3df9 is equivalent to
adding kg of freshwater to a (surface) box. So, a valuegfpar_ocn_force_scale_val_2 of
—3.49x 10* (—3.49E04) would be a flux of in*yr—1 (100kgnt3) of freshwater.

So, in the example earliebg_par_ocn_force_scale_val_2=-1.0E18), the freshwater flux
is 1.0 x 10'8/3.49 x 10* = 2.8653x 103mPyr .

The literature invariably gives freshwater fluxes in unitsSe{10°m’s—1). So in the example,
the freshwater flux is: 9797x 10°ms 1 (36525 x 24 x 3600= 31557608yr 1). Or 0.9Sv. Read
the literature ... but generally, fluxes of ca.0BSvand larger (and to quite specific places) are
applied in models to induce an AMOC collapse.
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Figure 3.5: Example plot of (normal/default modern) ocean current fields (3D netCDF file). Again
scaling has been set manually to create an easy-to-interpret axis scale. On the leftis the surface field,
and on the right an intermediate depth (illustrating what approximates the Deep Western Boundary
current in the model in the Atlantic).

Further ideas

Hosing investigations

What is the largest freshwater flux that can be sustained without ‘collapsing’ the AMOC? Is there
a ‘threshold’ (‘tipping point’) of freshwater input, beyond which the AMOC rapidly decreases in
strength?

Is the precise location of the freshwater input important (i.e., try tipping it in somewhere else)?
What would you expect to see in the paleo (e.g., ice core) record of both hemispheres if such a
shutdown occurred in the past?

Are any other major regions of deep water formation (where are they) sensitive to freshwater
perturbation and what are the consequences (could it happen in the future)?

‘Anti-hosing’ investigations

There are questions concerning past changes in the AMOC as to whether it is ‘pushed’ or ‘pulled’.
i.e., if the AMOC shoals in depth and/or weakens, is it because its production has weakened, or as
Antarctic Bottom water (AABW) strengthened and ‘pushed’ it out of the way (to shallower depths)?

What you might try then is to inject salt in the Southern Ocean as opposed to fresh water
in the North Atlantic. All you need do is pick an appropriate grid point (this is worth think-
ing about carefully and maybe testing different locations) and rather than giving the parameter
bg_par_ocn_force_scale_val_2 a negative value, you give it a positive one. (Start by trying
similar magnitudes of value as before and see what happens.)

Is the AMOC (for the same magnitude of forcing) more sensitive to being ‘pushed’ or
‘pulled’? (Obviously the answer will very much depend on where the perturbations are being
applied.)
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Response to transient warming

A current concern regarding anthropogenic climate change is the ocean circulation (and marine eco-
logical and biogeochemical) response to a strong warming of the surface, as rapid surface warming
is assumed (and demonstrated in models) to result in surface stratification of the ocean, likely re-
stricting the nutrient supply to phytoplankton and reducing ventilation of the ocean interior with
dissolved oxygen.

You can explore the transient response of ocean circulation to warming by simply adjusting the
radiative forcing parameter as per used in the snowball Earth experice@ntsidfor_scl_co?2.

By default in the modern continental configuration, this has a value of 1.0, corresponding to 278
ppm atmospheri€0,. A value of 2.0 would reflect warming equivalent to 556 p@@,. And 3.0

more like an end-of-the-century warming. Note that you are applying the warming instantaneously
by manipulating the climate system in this way and hence the changes will be more extreme than
those occurring over the time-scale of this century. Also note that a cooling could be applied instead.
A user-config- LAB_2.EXAMPLE — is provided as a template for these experiments.

Potentially interesting properties of the Earth system to look at include sea-ice extent and
AMOC strength (in the ASCII time-series files), and the overturning streamfunction and sea-ice
extent in the 2-DnetCDF output.

How much radiative forcing is required to collapse the AMOC? What atmosphericCO,
value does this approximately correspond to?

Ventilation age tracers

muffin has the capability to employ/simulate a ventilation age tfacex numerical tracer in the
ocean that tracks the time since a parcel of water last 'saw’ the surface. To do this, requires both
red’ and 'blue’ numerical tracers to be selecteauffin can then be directly to automatically apply
the forcings necessary to each tracer in order to simulate water mass ventilation age.

Provided is an additionaiser-confidile: muffin.worjh2.NONE_colage.EXAMPLE.

A newre-startexperiment is provided callethffin.worjh2.NONE_colage.SPIN and which
can be downloaded as per before:

$ wget http://www.seao2.info/cgenie_output/muffin.worjh2.NONE_colage.SPIN.tar.gz
and unpacked, as before, by:
$ tar xfzv muffin.worjh2.NONE_colage.SPIN.tar.gz

(Remember: you should be in tkgenie_output directory when you do this.)
To run (e.g. for 10 years), following on from its-startexperiment:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.rb LABS muffin.worjh2.NONE_colage.EXAMPLE
10 muffin.worjh2.NONE_colage.SPIN

(all on one line)

In the 3D netCDF output file misc_col_Dage is the output variable that is the calculated
ventilation age.

First — explore the distribution of water mass age and think about the physical ocean circulations
reasons for this. Are all the modelled distributions reasonable? Are there indicators of facets of the

3Under the screw with and/or diagnose the climate systef®W-DO — see Add a water mass age tracgand the
‘easy’/automatic method described towards the end of that section).
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simulated circulation that are not particularly realistic? Try plotting both lon-lat and lat-depth slices
through the ocean.

Secondly — you could additionally combine this experiment configuration with fresh water hos-
ing, or a prescribed radiative forcing (and warming), and explore how ocean ventilation responds
as ocean circulation changes. (You'll need to create for yourself dareimg directory and set of
files that now combines both color tracers AND a freshwater flux.)



This Chapter comprises 2 different exercises, both employing ’realistic’ reconstructions of past
continental configuration and climate and designed to explore some of the key controls on global
surface climate as well as the spatial pattern of surface temperatures.

The two exercises concern the late Cretaceous and early Eocene climate states, and are some-
what interchangeable.

Background reading (Cretaceous climate)

e Barron, E.: A warm equable Cretaceous: the nature of the problem, Earth-Science Reviews
19, 305-338, 1983.

e Bice, K. L., and R. D. Norris, Possible Atmosphe@©®, extremes of the middle Cretaceous
(late Albian-Turonian), Paleoceanography 17, doi: 10.1029/2002PA000778, 2002.

e Bice, K. L., B. T. Huber, and R. D. Norris, Extreme polar warmth during the Cretaceous
greenhouse?: Paradox of the Late TurorddB0 record at DSDP Site 511, Paleoceanogra-
phy 18, doi: 10.1029/2002PA000848, 2003.

e Bice, K. L., D. Birgel, P. A. Meyers, K. A. Dahl, K. Hinrichs, and R. D. Norris, A multi-
ple proxy and model study of Cretaceous upper ocean temperatures and atmdsfheric
concentrations, Paleoceanography 21, PA2002, doi:10.1029/2005PA001203, 2006.

e Donnadieu, Y., et al., Modelling the primary control of paleogeography on Cretaceous cli-
mate, Earth and Planetary Science Letters 248, 426—437, 2006.

e Huber, B. T., Norris, R. D., and MacLeod, K. G.: Deep-sea paleotemperature record of
extreme warmth during the Cretaceous, Geology 30, 123-126, 2002.

e Hunter, S. J., et al., Modelling Maastrichtian climate: investigating the role of geography,
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atmospheri€€ O, and vegetation, Clim. Past Discuss. 4, 981-1019, 2008.
e Jenkyns, H. C., Forster, A., Schouten, S., and Sinninghe Damste, J. S.: High temperatures in
the Late Cretaceous Arctic Ocean, Nature 432, 888-892, 2004.

Background reading (Eocene climate)

e Dunkley Jones, T., D.L. Lunt, D.N. Schmidt, A. Ridgwell, A. Sluijs, P.J. Valdes, and M.
Maslin, Climate model and proxy data constraints on ocean warming across the Paleocene-
Eocene Thermal Maximum, Earth-Science Reviews 125 123-145 (2013).

e Lunt, D. J., Dunkley Jones, T., Heinemann, M., Huber, M., LeGrande, A., Winguth, A., Lopt-
son, C., Marotzke, J., Roberts, C. D., Tindall, J., Valdes, P., and Winguth, C.: A model-data
comparison for a multi-model ensemble of early Eocene atmosphere—ocean simulations:
EoMIP, Clim. Past, 8, 1717-1736, doi:10.5194/cp-8-1717-2012, 2012.
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READ.ME

You will need to download newestartfiles for this Chapter (both 10,000 year spin-ups). These
are:

Cretaceous: $ wget http://www.seao2.info/cgenie/labs/AWI.2017/LAB_5.SPIN.tar.gz
Eocene: $ wget http://www.seao2.info/cgenie/labs/AWI.2017/LAB_5b.SPIN.tar.gz

Extract the results in the usual way and in the usual place ... and retgenie-main.
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The climate of the Cretaceous

A previously spun-up state of Maastrichtian climate va@ENIE.muffin in a ca. 70 Ma configura-
tion® (LAB_5.SPIN) is provided as a starting point. éser-configLAB_5 . EXAMPLE) that continues
on this climate state is run:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0067f.NONE LABS
LAB_5.EXAMPLE 10 LAB_5.SPIN

Your task now is ... ‘simple’: Account for the Cretaceous reduced Equator-to-pole surface tem-
perature gradient (compared to modern), particularly the apparently much warmer poles. Different
data-based time-slices (including the Maastrichtian) are providetier et al.[2002], although
the low latituded*80 based temperatures are now not considered relialgekyns et al[2004]
contains high latitude (Arctic) data for the Maastrichtian. There are proxy-derived latitudinal tem-
perature gradients and model-data studies for earlier in the Cretaceous — the problem is essentially
the same.

The 2-D NetCDF results file contains the surface air temperature field (and sea-ice cover, if
any). The 3-D NetCDF results file contains fields for ocean temperatures (and salinity). Both
contain continental configuration and ocean bathymetry.

Panoplywill plot the zonal average for you (as used in model-data comparisons — e.g., see Bice
and Norris [2002]) — in the Array(s) tab, the Plot can be set to Zonal Averages rather than Map. You
can get a smooth curve by selecting Interpolate. Remember you can set (and fix) scales rather than
let Panoply auto-scale continually.

The following ‘controls’ over the climate system are provided to you in the form of a list of
parameters at the bottom of théB_5 . EXAMPLE user-confidfile for editing:

=== ATMOSPHERE ===

\(CO_{2}\) radiative forcing scaling factor [DEFAULT = 4.0]
ea_radfor_scl_co2=4.0

# CH4 radiative forcing scaling factor [DEFAULT = 1.0]
ea_radfor_scl_ch4=1.0

# Equator-to-pole different in planetary albedo [DEFAULT = 0.260]
ea_albedop_amp=0.260

# Baseline planetary albedo [DEFAULT = 0.200]

ea_albedop_offs=0.200

# atmospheric diffusivity of temperature (horizontal) [DEFAULT = 5.0e6]
ea_12=5.0e6

# === 0CEAN ===

# ocean diffusivity of temperature + salinity (horizontal) [DEFAULT = 1494.4]
go_14=1494 .4

# scaling for wind stress (set values of both identical) [DEFAULT = 1.531]
go_13=1.531

ea_11=1.531

#
#
#
#

Most of these parameters are associated with the radiative forcing of climate or atmospheric
transports. The most useful ones are likely to be:

INote that for speed, no carbon cycle is selected in this configuration.
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(i) Theline:

(ii)

(iif)

ea_radfor_scl_co2=4.0

which specifies a radiative forcing of climate 6D, equivalent to 4 times modef@O; (i.e.,
4 x 278ppm= 1112ppn) as per before (e.g. snowball Earth experiments).
The line:

ea_radfor_scl_ch4=1.0

specifies a radiative forcing of climate BH, equivalent to 1 times mode@H;, (i.e., 1x
700ppb).2

cGENIE, as configured here, does not have a land surface scheme (no snow cover) nor clouds
nor ice sheets, so a planetary albedo is prescribed (see Figure 4.1). This varies with latitude
and is parameterized after a fully coupled GCM simulation. There is a parameter which
controls how the albedo varies as a function of latitude, which can be adjusted:

ea_albedop_amp=0.260

However, if you vary this, why are you doing it? (What is the physical justification for giving
the poles a higher or lower albedo relative to the Equator?) There is also a parameter that sets
the baseline (minimum) albedo:

ea_albedop_offs=0.200

i.e., albedo is primarily a sum of the baseline value plus the Equator-to-pole slope (times the
latitude).

The diffusivity of heat in the atmosphere (since it is a simple 2-D atmospheric model, with no
atmospheric circulation, the atmosphere is made ‘diffusive’ to help capture heat and moisture
transport) is:

ea_12=5.0e6

Note the maximum value the model can cope with is cBET.

Run the model for however long you think is ‘necessary’ (/justified). The surface climate will
approach equilibrium ‘relatively’ quickly. Deep ocean temperatures will typically take thousands

of years to fully adjust ... You can assess how the model approaches equilibrium most easily from
the atmospheric temperature time-series results file, and from the ocean temperature time-series
results file (allowing to you to contrast surface and whole ocean tempecitanges).

You can also try tracing and analyzing the patterns of ocean circulation in the Cretaceous world,
in the same way as you did for the modern climate system. And in fact, it would be a useful
exercise to directly compare your previous modern results vs. Cretaceous results, or even better,
carry out a set of paired experiments (e.g., similar locations and fluxes of dye injection) for both
modern and Cretaceous. (Note that if you do this and swap back and forth between modern and
Cretaceous configurations, you cannot submit straight away to the cluster but must first briefly run

2But effectively, this is going to do exactly the same as changing radiative forcing d@i@to
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Figure 4.1: Prescribed planetary albedo. The latitudinal (frons4e0C'N) on the left, to 90N on
the right) profile of planetary albedo as calculated in a fully coupled GCM is given in green, and
the cGENIE ‘fit’ in black.

the experiment at the command line in order that cGENIE is compiled into the new continental
configuration.)

A newuser-configLAB_5. colorinjection) that continues on from this climate state, can be
run:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0067f.rb LABS
LAB_5.colorinjection 10 LAB_5.SPIN

(Also note that thdvase-configs different as it now includes the definition of 2 dye tracers.)

The default locations for the dye release are set different compared to in the modern configu-
ration. BUT, the default location is not necessarily ideal / particularly revealing ... so you'll need
to look count grid cells West-to-East (the i direction) and from South to North (the j direction) in
order to determine a more suitable location for tracing circulation.

By means of dye tracing, looking at the (global only) overturning stream-function, and/or tem-
perature and salinity (and density) profiles, see if you can identify where in the Cretaceous ocean
deep water forms in the model. AND, more importantly, think about WHY does it form where it
does?

Also: what about surface ocean circulation and gyres? Are these located where you would
expect (e.g. based on your understanding of modern ocean circulation). Plot velocity vectors to
help, and/or refer to the Barotropic streamfunction output in the 2D netCDF file.
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The climate of the early Eocene

A previously spun-up state of early Eocene climate with cGENIE in a ca. 56 Ma configuration
(LAB_5b.SPIN) is provided as a starting point. A user-config_5b . EXAMPLE) that continues on
this climate state is run:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0055c.NONE LABS
LAB_5b.EXAMPLE 10 LAB_b5b.SPIN

(Note that once again, for speed, no carbon cycle is selected in this configuration.) Again, as per
for the late Cretaceous configuration, a configuration that includes the ocean dye (color) tracers is
also provided. The corresponding user-configlB( 5b.colorinjection) that continues on this
climate state can be run as follows:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.p0055c.rb LABS
LAB_5b.colorinjection 10 LAB_5b.SPIN

What to ‘do’ with this? Again — start by tracing and analyzing the patterns of ocean circulation

in the Eocene world, as per how you did for the modern and Cretaceous system. Where does
deep water form in the Eocene? Is the surface ocean circulation as expected? Can you see any
patterns emerging? At least in model world — what seems to be dictating the locations of deep water
formation? Does overturning and/or surface circulation appear to significantly vary as a function of
continental configuration or radiative forcing? If not, wingt?

But how do you know how close, or not, the model climate is to ‘reality’? Available from the
website, on the LH side of the page under ‘got data?’ at the bottom (item (7)), are 2 netCDF files
containing proxy sea surface temperature (SST) data re-gridded to the cGENIE model grid. One
is for pre-PETM SSTs, and one for peak PETM SSTs. (The data are from Dunkley Jones et al.
[2013].)

These netCDF files can be opened and visualized in exactly the same way in exactly the same
way as per the cGENIE output files. You'll see a few (there are not many!) data points, in a sea of
grey (which stands for ‘no value’). (Note that it is best to turn data interpolation OFF.)

More useful ... is that the data distribution can be combined with the model ocean temperature
output field, in a difference map (see earlier for notes on creating difference maps). You can thus
visualize the pattern of model-data mismatch. (Note you might want to hit ‘Fit to data’ to autoscale
the plot, or simply pick and manually enter a +/- limit for the data plotting, perhaps ensuring it is
symmetrical about zero such that red anomalies could represent proxy SST values higher than in
the model, and blue point data being lower than in the model.)

Furthermore, in the Arrays tab, you can switch to a Zonal Average view rather than a Map view
(...it is probably easier to visualize the model-data misfit in this.vay

So, starting with the pre-PETM data and given model configuration, make some assessment of how
the model fits the data (or not). What might be the reason for the misfit? You might test adding,
and adjusting, some of the parameter values controlling surface SST from the Cretaceous climate
exercise. Can you reduce the model-data misfit?
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Finally, the PETM SST data given in the 2nd netCDF file are from the peak of the PETM. The ocean
is rather warmer as compared to just prior to the PETM. Your task is to determine (either using
the default model configuration, or your adjusted configuration) much radiative forcing (parameter
ea_radfor_scl_co2) and henc€0O; is required to explain this warming?
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Fake (alternative) Worlds are a useful tool for developing a general understanding of how climate
(and ocean circulation) and global biogeochemical cycles operate. Different model resolutions and
continental configurations can be generate and run to test specific hypotheses about the role and
sensitivity of different elements in Earth system to emergent patterns of climate (and biogeochem-
ical cycling). Ensembles of differing Worlds can also be utilized to more generalize understanding
as well as in a fishing expedition of new or unexpected phenomena and system behaviours.

This Chapter will take you through the generation and exploration (analysis) of fake (alterna-
tive) Worlds.
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5.1 Generating fake Worlds

TO COME ...
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Understanding ocean circulation

What follows, outlines different ways of visualizing and quantifying ocean circulationuiffin,
and coming to a model-empirical understanding of ocean circulation controls.

Model investigation over-view

In restricting model-based experiments and derived understanding to the modern continental config-
uration (and climate) imuffin, you'd be unlikely to come to any particularly deep or fundamental
insights into ocean circulation controls in general. In any case, the modern and future (and re-
cent glacial past) ocean circulation states and dynamics has been picked at endlessly by 1000s of
researchers, writing 100,000s of publications ... and yet still we do not fully understand modern
ocean circulation, let along that at the last glacial.

A better (more fun) approach is to generalise the problem and consider fundamentally different
configurations of ocean basins and climate. This is what you will be doing. But first, some potted
advice:

e Try and define a hypothesis, or hypotheses, to pursue and test. These need only be very
rough at the outset — you'll likely find that you get new ideas and can either refine your
original hypotheses, or come up with new ones, as you start to play with the model and see
what is feasible and not feasible in terms of analysis.

e Create a plan of study — what sort of experiments, now many, how are they going to be
analysed, how do they all fit together in addressing the overarching hypotheses? Again — it is
very likely that your plan will evolve, but try and start out with something to guide you rather
than wandering randomly in model world ...

e For creating and an using different worlds — create a list or table of the configurations to be
explored, and summarize what you are finding. It might be helpful to plan out on paper first,
some of the main continental configurations you need to create and then test in the model.
(Again, this will evolve.)

e Once you have some sort of idea what are are going to do — plan the work. This is important
because to run the model to steady state is not trivial. Perhaps plan on having to run the
model for 5,000 yeatsin order to achieve a fully spun up ocean circulation state. You might
get away with shorter runs, but know in advance what sort of error this would induce and is
it 'important? Once you have a list and know how long each might take, you can plan out
when they will be run on the cluster (presumably on the queue) and when the results will be
analysed. Note that it is a virtual certainty that once you have analysed the results of the first
set of experiments, you will want something different (and will then need to revise the plana
and list of experiments and analysis etc.).

Overall — scientific investigations with simplified (and relatively fast) Earth system models tends
to become a somewhat iterative undertaking and can involve significant trail-and-error. (This is
healthy and to be expected and even enjoyed!) Rarely, can you devise at the outset, a single run or
set of experiments, and it turns out this is completely sufficient. If you do not see something you do
not understand in the results of the initial model experiments, you are either God (e.g. the Spaghetti
Monster or Invisible Pink Unicorn), or not doing it properly. Expect to see things that interest you

1Even so, you should try running the model much longer to be confident that 5,000 years is OK (and sufficiently close
to final equilibrium).
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and lead you off on a tangent (hopefully — this is how research should be).

Finally — note that in swapping between different continental configurationiin currently
requires the model executable to be re-compilddhis ... cannot happen on the compute nodes of
the cluster if you submit an experiment using a diffefgade-configWhen changing to a nebase-
config first, run the model briefly interactively (i.e. at the command line). Once it has compiled
(and started running), the experiment can be killettl{c) and now it is good to submit to the
gueue as a job. In any case, in utilizing a new configuration that you may never have used before, it
is good practice to test it first (e.g. watch it run for a short period).

Deep-water formation (& baroclinic circulation)

The first investigation is to investigate the controls on the strength and large-scale structure of
ocean circulation, particularly in terms of the global meridional overturning circulation (MOC),
and associated with this — the primary sites of deep-water formation.

There are presumably 2 key controls to this:

1. Temperature.
This is presumably mostly a function of latitude (i.e. the further North or South, the more
suitable the site will tend to be for deep-water formation) and to some extent season. There
will also be an influence of the prescribed planetary albedo (which includes the effect of
clouds) as well as of sea-ice (if it exists).

2. Salinity.
This will generally be controlled by P-minus-E — the balance between precipitation to the
ocean surface as well as fresh-water run-off form the continents, vs. evaporation from the
ocean surface. Sea-ice may also be a key factor, in e.g. leading to the (seasonal) rejection of
dense salty brine (and removal of freshwater to the forming ice).

In turn, this suggests two sets of ‘’knobs’ in the model that influence the patterns and magnitude
of temperature and salinity across the ocean surface:

1. Continental Configuration.
The configuration of the continents and ocean basins will dictate the shape and location of
the highest latitude ocean regions — presumably the locations where on average, deep-water
formation will occur (and hence forming the downwards/sinking limb of the MOC).
The relevant model ’knob’ is hence how the position and orientation of continental blocks is
configured on the surface of the Earth. This (creating or changing the continental configura-
tion used bymuffin) can all done using thRIATLAB muffingen program.

2. Global Climate.
The mean and climate as well as the zonal temperature gradients, together with whether or
not sea-ice forms (and how much), will modulate both temperature and salinity patterns at
the ocean surface.
The model knobs here are primarily:
(a) AtmospherigpCO,, or in the absence of an explicit carbon cycle, a prescribed radiative
forcing:

ea_radfor_scl_co2=1.0

2Note that if thebase-configs the same as the previous experiment, but you have changed a parameter value (in the
user-config, you do not need to re-compile.
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which here, specifies 1 CO, equivalent radiative forcing.
(b) One could also adjust the value of the solar constant (here, given with its modern/present-
day default value):

ma_genie_solar_constant=1368.0

which has a subtly different effect form changi@®, radiative forcing, as radiative
forcing has a relatively spatially uniform impact, whereas changing the solar constant
has a disproportionate impact towards the Equator (where the incident solar shortwave
radiation is the greatest). So changing the solar constant is likely to impact the pole-
to-Equator temperature gradient. e.g. see: Lunt, D. J., A. Ridgwell, P. J. Valdes, and
A. Seale, Sunshade World.: a fully coupled GCM evaluation of the climatic impacts of
geoengineering, GRL 35, L12710, doi:10.1029/2008GL033674 (2008).

(c) One could also adjust the planetary albedo, particularly in respect of looking to modify
the pole-to-Equator temperature. In timeiffingen created configurations, there is an
explicit 1D file specifying the zonal (with latitude) planetary albedo profile:

XXXXXXXX.albd.dat

wherexxxxxxxx IS the 8-character name of theuffingen created World. It would be

a simple matter of editing the values in the file (between the range of 0.0 and 1.0, for
perfectly absorbing, and perfectly reflective, respectivélpte that the file data order

is North-to-South (going from top to bottom in the file).

5.2.3 Gateways and barotropic flow

The overarching question in the context of ocean gateways and barotropic flow, is a little harder to
define succinctly; it has to do with the details of the degree of alignment (or not) of the prevailing
wind (stress) with gateways, and the degree to which this give rise to strong zonal ocean flow. A
good and obvious modern example is the existence of the Drake Passage, between the northern
tip of the Antarctic Peninsular, and the southern tip of Souther America, how this aligns with the
prevailing Westerlies in the Southern Hemisphere, and hence the nature and strength of the ACC
(Antarctic Circumpolar Current).

So the question naturally arises: how misaligned does a gateway have to be relative to the
prevailing wind stress maximum, before the circumpolar (or circum-equatorial) flow ceases. What
about having multiple gateways and their relative alignment, including what happens if one gateway
is aligned with Westerly wind stress, and a second with Easterly wind stress — who 'wins’)? Also
— what about sill depths? For the Drake Passage, the ocean floor, while tectonically messy, is
generally relatively deep. What happens to ocean circulation with a progressively shallow sill
depth?

The 3 key controls in this exercise are then:

1. Gateway alignment.
The degree of alignment (or latitudinal correspondence) of a gateway with the maximum of
the zonal wind stress. (For multiple gateways, what if one aligns with a wind-stress maximum
of the opposite sign?)

2. Gateway width.
The width of a gateway (and how important this is in exerting control on ocean circulation).

3Best to make a copy of the original file before you modify it.
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3. Sill depth.
The sill depth! This could be uniform in depth across the gateway (easiest/best) or could be
varying (probably not so easy to learn anything).

The importance of the position of the gateways is primarily only in the context of the position
of the maxima in the wind-stress field. In theory, the shape of the assumed zonal wind-stress could
be altered ... but the wind stress needs to be defined on 2 different ocean grids ... and this gets
messy ...

As before, there are a number of changes that can be made in the model to explore the conse-
guences of varying gateway position and sill depth (and knobs, turned):

1. Land-sea mask.
The model knob is hence how the width and location of gateways has bene defined in the
land-sea mask. There is also the question of how many gateways (and their respective posi-
tion).
As before, this (creating or changing the continental configuration usedusfin) is all
done using theVATLAB muffingen program. Any of the given examphauffingen con-
figurations:drakeworld, egpasworld, ridgeworld, or waterworld, could be taken as
starting points — copying and renaming the configuratiorfile, as well as thedat file in
the INPUT directory. Or start from scratch and a the ’blank’ (initially all ocean) example
configuration.

2. Ocean bathymetry.
The bathymetry (ocean floor depth) can be changed to alter the sill depth. The easiest way
to do this is probably within thenuffingen editor, ensuring the following input parameter
setting is set:

opt_user=true; 7 [false/true] enable user input to grid

in the configurationm file. (One might also then 'draw’ in the gateways by hand at the same
time.)

Note that a gap between 2 land masses rhag or morecells wide, to count as a gateway
and allow barotropic flow imuffingen).

3. Wind stress strength.
Although itis messy to attempt to edit the profile of the applied wind-stress field, it is possible
to scale its impact on ocean circulation lower and higher. mh#&in parameter for this is:

go_13=1.531013488769531300
ea_11=1.531013488769531300

Somewhat bizarrely ... it appears twice ... with different parameter names. Both parameters
must be changed to the same value. Place these lines (of the new parameter value assign-
ments) in thauser-conficfile for the experiment. Higher values result in a stronger applied
wind-stress on the ocean surface.

Note that although this is the simplest change to make, it may not have such a clear scientific
guestion associated with it (other than the obvious and trivial).

5.2.4 Analysis

How do you ’judge’ the strength and characteristics of deep-water formation, global overturning,
and circulation patterns and strength, in general, or their climate (or biogeochemical) impacts?
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This is not a trivial question. Often, additional ocean tracers are employed in models to generate
a quantitative measure of the age of a parcel of water (mean time since it last saw the surface), of
some measure of the efficiency of ventilation, or large-scale transport at the surface or &t@epth.
rather involved analysis of ocean physics and transport might be employed.
One starting point is to read some of the literature where the climate properties of various
hypothetical worlds have been investigated. Such as:
e Marshall et al.[2007] — 'Mean Climate and Variability of the Atmosphere and Ocean on an
Aquaplanet’ Journal of the Atmospheric Sciend&$
e Enderton and Marshal[2009] — 'Explorations of Atmosphere—Ocean—Ice Climates on an
Aquaplanet and Their Meridional Energy Transpordsurnal of the Atmospheric Sciences
e Ferreira et al.[2010] — 'Localization of Deep Water Formation: Role of Atmospheric Mois-
ture Transport and Geometrical Constraints on Ocean Circulaflontnal of Climate23.
e Smith etal[2006] - 'Global Climate and Ocean Circulation on an Aquaplanet Ocean—Atmosphere
General Circulation Model'Journal of Climatel9.
In addition, the sub-sub-sections that follow outline some simple diagnostics and ways of going
about some quantitative analysis.

Simple/global diagnostics
¢ In the biogem output results folder, there is a time-series file named:

biogem_series_misc_opsi.res

This contains a summary of the evolution with time, of the minimum and maximum (any-
where) global overturning stream-function values.

e Another simple property of the climate system that you might consider, is the pole-to-equator
temperature gradient, both in terms of atmospheric temperature, and ocean surface tempera-
ture® (although they should presumably be closely coupled).

Why? Because the large scale (overturning) circulation of the ocean should be transporting
heat from the high latitude surface to the deep ocean. This presumably would act to reduce
latitudinal temperature gradients. In contrast, a strong zonal slow might prevent latitudinal
transport of heat.

Using Panoply
In a physics-only (T + S tracer) configuration wiuffin you are somewhat limited in what you
can look at. A good staring point is the previous tutorial on ocean circulation and AMOC stability
(in the context of the modern world, climate and continental configuration). For instance, you
know already how to plot and visualize the MOC usignoply. The Atlantic basin and hence
the existence of an AMOC, is pretty specific and unique to the modern world, so likely you'll need
to focus on the global MOC. (A good starting point is to familiarise yourself with the pattern and
intensity of the modern.)

For example — thelrakeworld configuration gives rise to a global MOC pattern as shown in
Figure5.1

This is stored as the varialaténys_opsi in the netCDF fildields_biogem_2d.nc . Remember
that the first time-slice plotted iRanoply is the first time-slice saved and it may also be up-site-
down(!) by default :(.

4We'll see such tracers employed later in the course.
Spanoply has an option for plotting the zonal mean, from which you could read off pole-to-equator temperature
gradients.
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Figure 5.1: Drakework world overturning circulation.
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Figure 5.2: Surface current velocity field (arrows) plus speed (color scale).

You can also plot the barotropic circulation usiRgnoply — the variable is calleghys_psi —
this is shown in Figur®.3,
Finally in Panoply, you might plot the current field (surface or otherwise), as per FigLite

Using MATLAB ...

TO COME ...

Via color tracing

Numerical color tracers can be used (as you have seen previously) to trace flow-paths. The default
base-confidiles provided as part of theuffingen software, define a configuration with only 2
tracers in the ocean — T and S. To add red and blue dye tracers, Iraskeeconfidile, find the

section marked:
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Figure 5.3: Drakework world barotropic circulation.

sk ks e ok sk s sk s e ks sk ke sk sk s ksl sk ke sk sk s sk sk e sk sk s sk sk e ksl s ke sk sk s ksl sk ks sk sk sk e sk sk s sk sk ek sk ok
TRACER CONFIGURATION

stk stk ok sk sk okl ok stk ke skl sk ok stk ksl sk sk sk ok sk stk sk ok sk sk sk sk ok sk ok sk stk sk sk sk stk sk ok sk ok
the total number of tracers includes T and S

T and S do not need to be explicitly selected and initialized

stk stk ok sk sk skl sk ok stk ke ksl sk ok stk ksl sk kst sk ok sk ok ksl sk ok sk ksl sk ok sk ok sk stk sk sk sk ok stk sk ok sk ok
Set number of tracers
GOLDSTEINNTRACSOPTS=$ (DEFINE) GOLDSTEINNTRACS=2"

# list selected biogeochemical tracers

H O H H H B H

# << >>>
# list biogeochemical tracer initial values

# <<< >>>
#skokokokokskokskokokok sk sk ok ok sk sk sk ok sk ok sk ok sk ok ok sk ok sk ok ok sk sk ok ok sk sk sk ok sk ok sk ke sk ok ok sk sk sk ok ok sk sk ok sk ok

You need to make several (but simple) edits here:
1. Firstly, change the number of tracers frarto 4, in line:
GOLDSTEINNTRACSOPTS=’$ (DEFINE)GOLDSTEINNTRACS=2’
i.e. to make:
GOLDSTEINNTRACSOPTS=’$ (DEFINE)GOLDSTEINNTRACS=4’

2. Secondly, you need to list the additionakt selected biogeochemical tracers.
For this add the following code in place of the{< >>>) line:

gm_ocn_select_48=.true.
gm_ocn_select_49=.true.
3. Lastly, under the sectionist biogeochemical tracer initial values, and in place
of the (k<< >>>)line:
bg_ocn_init_48=0.0
bg_ocn_init_49=0.0
To apply a 'red’ dye tracer to the ocean, you can employ the $aroimg as used in the exper-
iments in Chapter 3 pyyyyz.Fred and implement this with similar user-config settings:

#

# --- FORCINGS -------cmm oo oo e e
#

bg_par_forcing_name="pyyyyz.Fred"
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bg_par_force_point_i=1
bg_par_force_point_j=1
bg_par_force_point_k=1
bg_par_ocn_force_scale_val_48=0.0

However, the specifid, j,k (longitude, latitude, ocean depth layer) model grid locations will
depend on the resolution of the World you generated or had adopted, and it may have e.g. 18 or 36
maximumi, j values, and generally, either 8 or 16 maximum depth lewgls(The values shown
would be for the southern and western corner of the grid at the bottom of the ocean ... but note that
this location might be land or seafloor in your particular World!)

Via age tracing
Refer to the 'HOW-TQO’ in the muffin manual —'Add a water mass age tracer’:

"Water mass age tracing can be configured quite simply, and with the tracer concentration
manipulations carried out automatically, as follows. As base-config file with both red and blue
color tracers defined is still required, but rather than have to define and use a set of forcings (and
associated forcing configuration), a single parameter is added in the user-config file:

bg_ctrl_force_ocn_age=.true.

This will automatically create the age tracer and additional explicitly output (in netCDF) both the
total age of a water parcel, as well as the age relative to the surface (ventilation age). In this
methodology, in the netCDF output, the concentration ratio of blue/red, should be 'age’ — the mean
time that a parcel of water was last at the surfdce.

Note that an experimergpin-upduration of perhaps as much as 10,000 years is required in
order to obtain a stable tracing of water mass age.
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Readme

You will need to download a newestart file prior to embarking on the experiments. This pre-
industrial spin-up includes a basic ocean (-atmosphere) carbon cycle plus various diagnostic an-
thropogenic tracers, followinGao et al.[2009].

To fetch this: change to the cgenie_output directory, and type:

$ wget http://www.seao2.info/cgenie_output/LAB_3.SPIN.tar.gz
Extract the contents of this archive by typing:

$ tar xfzv LAB_3.SPIN.tar.gz

(change directory back tgenie-main to run the model)
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Exploring the consequences of fossil fuel CO, emissions

For the next experiment(s) you can chi©®, into the atmosphere, just for the hell of it. As much
as you want! Apparently, humans are actually doing this now. Imagine that!

A new user-configor muffin — LAB_3.CO2emissions — is provided and configured with climate
being responsive t60;, (i.e., it takes account @2 O,-climate feedbacks):

# set CO2-climate feedback
ea_36=y

Note that although a biological scheme is set up, with the fixation of organic carbon at the surface
and sinking into the ocean interior, plus a rate of calcification by plankton at the surface ocean that
is responsive to ocean acidification and saturation state (i.e., it takes into aCe&yoalcification
feedbacks, which will additionally interact with climate — fRielgwell et al. [2007b, 2009]) ...
we will concentrate only on the carbon geochemistry. A ’'biological pump’ in the ocean is set
up simply to create a modern-like ocean surface carbonate chemistry. How the biological pump
actually operates, response to changes in e.g climate and nutrient availability, we’ll consider in
another chapter.

In thisuser-confidile, a release o€ O, to the atmosphere is prescribed, which by default is set
to a value of just 1 PgC and over an interval of just a single year. (Rele@€kgust over a single
year is obviously rather unrealistic and many impacts will decay away rapidly, but represents a use-
ful idealized experiment for assessing the time-scale(s) of fossiCiOgluptake by the ocean.) Ad-
ditional (netCDF) output has also been prescribed, via the setigigrar_data_save_level=10
(see Section 12.4) so that more information relevant to assessing ocean acidificatiea is sav

Run the experiment for e.g., 20 (or more if you like) years, starting from the pre-industrial re-start
experimentLAB_3.SPIN, i.e.:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS
LAB_3.C02emissions 20 LAB_3.SPIN

As for what model results variables to consider ... think about the climate change and ocean
acidification literature and which environmental (physical and geochemical) properties are consid-
ered either critical for ecosystems or are simply helpful and illustrative. Refer to Section 12.6.2
for a summary of some of the key ocean acidification (and other) variables that may be saved by
the model. In the 3-D netCDF time-slice file remember, for instance, that ocean surface waters in
which aragonite becomes under-saturated (OHMEGA < 1.0) is regarded as a critical threshold for
organisms making aragonite shells and skeletons and spells TROUBLE for some poor calcifying
marine organism somewhere. (Temperature is also highly relevant to marine ecosystems under fu-
ture global change.) Note that the calcification response is encoded in the model and described in
Ridgwell et al.[2007a,b] and may or may not reflect the Real World.

For climate change ... the variables of particular interest should be obvious. Remember that
there are bottime-serieutputs, as well as 2D and 3D fields, any or all of which might be helpful
for elucidating impacts.

le.g. obtain from http://www.seao02.info/pubs.html
2(depending on specific data saving configuration)
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Idealized emissions forcing

You can easily modify the experimental design to release moréZl@svery much as you did for
the red dye tracer. In theser-confidfile, the line:

bg_par_atm_force_scale_val_3=8.3333e+013

scales the time-history of th@O, flux, given in the forcing file:
biogem_force_flux_atm_pCO2_sig.dat

... which can be found in the directory:
cgenie.muffin/genie_forcings/pyyyyz.FpCO2_Fp13CO2

The format of this file is:

-START-0OF-DATA-
0.0 1.0
1.0 1.0
1.0 0.0

999999.9 0.0

-END-OF-DATA-

and defines an emission ombIC (carbon) per year over the first year (year 1.0) of the model
experiment (between year.0 and1.0), but which in the exampleser-configis then scaled by

a value of 8333x 10" (by the parametebg_par_atm_force_scale_val_3) to give a total of
1PgCyr1. (Year 999999.9 has no special meaning and is simply just way in the future .. .)

Pause ... and note briefly how the filtaD, flux is arrived atmuffin calculates it by multiply-
ing the value in the forcing file (1.0) by a modifying parameter inuker-confidile (8.3333e+13).

The total flux is hence: .0 x 8.333x 10'3 = 8.333x 103molCQyr—1. If you set both val-
ues aslt.0, youd get very little carbon released (a single mol!). If you screw up and multiply
8.3333e+013 and 8.3333e+013 together as the total flux ... you'll soon know it as you cook
the Earth ... But it does not matter which parameter has valgeand which scales the units
(8.3333e+013). For now, it is simply more convenient to be able to edit theeing file with
'simple’ numbers (and leave the large numbers and units conversion irséneonfidile).

Together, the scaling and forcing value giveS@, release of PgCyr-1 for just a single year
compared to current emissions are abolRdOyr 1. So, do not expect anything exciting to happen
at this point.

(The parametemg_par_atm_force_scale_val_4=-27.0 specifies the carbon isotopic com-
position of fossil fuel carbon and can be ignored for ow

Because ‘accidents can happen’ and the global environmental changes induced by the massive fossil
fuel CO, release can obscure mistakes made in the experiment configuration (parameter values)
and/or the re-start used, you are strongly advised to first (or in parallel, as a job submitted to the
cluster — refer to Lesson Zero to remind yourself of the commend line syntax needed forahds) —
runacontrol experiment:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS
LAB_3.CONTROL 20 LAB_3.SPIN

Here — theuser-configdefining the control experiment.AB_3.CONTROL) is identical to that for
the actual experiment itself.£B_3.C02emissions) with the exception of the scaling of th€O,
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emissions that is set to zero. (It is left completely to you to create the experiment configuration file
LAB_3.CONTROL.)

If everything is OK, atmospherfc O, (and climate) following form thee-startshould be stable
and there should be little (or no) drift in any of the output variables (becausspthaipyou are
re-starting from should have been run to an equilibrium state and you have not changed anything in
the control experiment, right?).

It is good practice (i.e., do it!) to always run a control experiment for each different type of
experiments — e.g., ideally run one control experiment for each €&Dgemissions experiments.

When you have run both the real and control experiment, compare the results. View (or plot)
both relevantime-serieoutput, and create anomaly maps of kieye-slicevariables inrPanoply or
MATLAB , using a correspondintime-slicefrom the control experiment to create the experiment
anomalywith.

OK. You might want to run something a little more exciting now. For instance, rather than

-START-0F-DATA-
0.0 1.0
1.0 1.0
1.0 0.0

999999.9 0.0

-END-OF-DATA-

you might have:

-START-OF-DATA-

0.0 1000.0

1.0 1000.0

1.0 0.0
999999.9 0.0
-END-OF-DATA-

So now a total of 1000 PgC over a single year. Now you should see some policy-relevant impacts
occur :0)

(Again, contrast control and experiment results to quantify/visualize the impacts 6fGhee-

lease.)

You can control the shape of the emissions profile as well as it magnitude. Between the start and end
‘tags’ in the textforcing file, the data is arranged into 2 columns: the first contains a series of tie-
points for defining the timing of changes in emissions, and the 2nd column contains flux information
(units of PgCyr~* when scaled by the parameter parameggmpar_atm_force_scale_val_3 in

the user-config. At each time-step of the model, tkEO, flux to be applied to the atmosphere is
interpolated between these time points.
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For instance, in théorcing (directory) file biogem_force_flux_atm_pCO2_sig.dat, the purpose
of:

0.0
1.0
1.0
9.9

O O O O

1.
1.
0.
99999 0.
is to specify a uniform flux of 1.0 (scaled ®gCyr 1) over the first full year of the model run,

followed by a sharp turn-off to zero flux at the end of first year (and remaining zero thereafter). To
extend the period of emissions — for example:

0.0 1.
10.0 1.
10.0 O.
999999.9 0.

O O O O

would result in a uniform flux lasting 10 years with a sudden cut-off and zero thereafter (i.e., once
scaled by the parameter in theer-config- 1PgCyr—* over 10 years — 1gC total emissions). In
contrast;

0.0 O
10.0 1
10.0 0.
999999.9 0
would result in a linear ramp, starting from zero at the start of yeat@10PgCyr* at year 10.0
and then suddenly ceasing and remaining at zero for the remainder of the experimentG&iotal
emission of Ix 1.0 x 0.5 = 5PgCover 10 years).

Make up a few 'shapes’ (and hence different experiments), maybe for the sam integrated/total
emissions, explore the effect of different rates of rise/fall in the release rate. And/or for the same
release rate and/or duration, explore the impact of different total emissi@®0fTry and think in
terms of hypotheses and formulate questions to guide your experimental design/configuration. (An
alternative approach is to create random scenarios and in the analysis, fish for interesting patters
that could lead to knowledge and/or specific questions to be tested further, but it is better to start off
with a hypothesis in mind.)

Note that you can either edit and re-use the s&nging directory and name, modifying the
file biogem_force_flux_atm_pCO2_sig.dat each time but then losing an explicit record of how you
might have set the emissions profile previously), or you can copy and rename thefawtirg
directory (and then editiogem_force_flux_atm_pCO2_sig.dat ). In theuser-configyou then need
to specify this new forcing (directory) name, e.g.:

# specify forcings
bg_par_forcing_name="pyyyyz.FpC02_Fp13C02.NEW"

if you, for instance, called your neforcingdirectory (ingenie-forcings ): pyyyyz.FoCO2_Fp13CO2.NEW.3

3Refer to the directory map in Figure 1.1. if in doubt here.
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Historical (real-world!) emissions forcing

Historical and future (e.g. IPCC 'SRES’) emissions scenarios can also be prescribed explicitly.
A historical emissions forcing (technically: a prescribed concentration profil€6% @mnd other
anthropogenic gases) can be specified by adding/substituting the following linessetheonfig

bg_par_forcing_name=’worjh2.historical2010’

Now, no additional scaling is needed because the forcing specification directly follows the observed
change in atmospheric concentration with time (in units of @M), and the line containing the
scaling parameter:

bg_par_atm_force_val_time_3=1.0

should be deleted (or commented out with at the start of the line, as the default valud i®).
For completeness, you might also set the scaling of atmospBe#&3C* to a value oft .0, even
fi we are not interested id'3C at this time ...
An additional line is now needed in thiser-configoecause the historicaQ®, transient starts
in the 1700s (for which a nominal date of 1765 is often used) rather than year zero. For example,
to startmuffin from year 1765 rather than zero, the start year parameter must be set:

bg_par_misc_t_start=1765.0

Now because the start year has changed ... it is convenient to specify a set of time save points that
are consistent with the historical period, e.g. you might add the parameter settings:

bg_par_infile_slice_name=’save_timeslice_historicalfuture.dat’
bg_par_infile_sig_name=’save_timeseries_historicalfuture.dat’

which specify a seties of time points at which data is saved that aligns with historically rele-
vant years. View the contents of these (text) files, which can be found in the diregtoiey
biogem/data/input , to get a sense of how frequently and when data will be saved, and how this
differs from the default settings, which are defined in the files:

save_timeseries.dat
save_timeslice.dat

A user-configwith these specific changes is provided for your convenience (or to double-check
you were following it all) -—AB_3.historical. A suitable experiment would then be one run for 245
years so that it reaches year 2010 (having started from year 1765):

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS
LAB_3.historical 245 LAB_3.SPIN

(Here, the 245 year run duration is simply calculated to get you from year 1765 to 2010 ...)
WARNING! Ignore the ‘WARNING's at the start — these are simply telling you that more

tracer forcings have been specified than you have selected tracers for agbeonfig(cge-

nie.eb_go_gs ac_bg.worjh2.BASE). (A differbaise-configvith additional selected tracers could

have been specified to make use of other historical changes in atmospheric composition, such as

of radiocarbon ¥*C) and CFCs.) Also: from year 1765 onwards, changes in atmospBexc

only rise very s | o w | y initially. Don’t expect to see anything happen in 10 seconds flat be-

cause relatively few people and countries in the 1800s could be bothered to burn much more than

4bg_par_atm_f orce_scale_val_4
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a little local coal. You could potentially start your experiment at year 1850, changing the value of
bg par_misc_t start and specifying shorter experiment duration if you are desperate for the End of
the World to come.

Don't forget: you could submit this experiment to the cluster and do more (idealized emissions)

‘playing’.

Given that there is observationally-based information on the distribution of anthropdgégic
taken up by the ocean (e.gsabine et al.[2004]) ... and you are running a historical transient
experiment with the model driven by observed increases in atmospl@@ge p. you are in a
position to critically evaluate the models ability (or lack of) to represent the future-critical process
of oceanic fossil fueCO, uptake and transport by large scale ocean circulation.

In the 2D netCDF output, there is a variable for the water column integrated inventory of DIC —
equivalent to the Sabine map except you will need to subtract the preindustrial background of DIC
first, i.e., to create a DIC anomaly map representing only the added foss @etomponent of
ocean DIC. The data in the Sabine paper clusters around 198meAslicecentered on this year
(1994.5) has been configured in the model exactly for this purpose. Your baseline state can either
be from prior toCO, emissions commencing at any significant rate (e.g., 1750.5) or (better), from
a control experiment. Note that similar comparisons could be (and are regularly) made with other
tracers such as CFCs, which provide additional insights into the patterns and time-scales of trace
gas update and ocean circulation. (Séeao et al.[2009])

Observational data, re-gridded to thmuffin grid and in netCDF format can be downloaded
from the ‘usual place’ (http://www.seao2.org/mymuffin.html) from the ‘got data?’ box on the left.
You could for instance, compare horizontal or vertical slices (3D netCDF) and create difference
(anomaly) maps. Somewhat more representative of the entire ocean is to compare (or calculate
difference maps) of zonal average profiles. Unfortunately, the observations are not in the form of
water column integrals and hence you cannot create difference maps of model as $abitiee
paper ... unless you aMATLAB -friendly and you use the 3BIOGEM MATLAB plotting
scripts (https://github.com/derpycode/muffinplot) whose use is somewhat describednnftire
user-manual. Examples MATLAB plotting of the modeks. observed anthropogenic anomaly
are shown in Figuré.1 (note the use of plotting un-interpolated model grid data as colors but with
an interpolated contour overlain to help guide the eye and pickeatitires).

Finally, and the closest to being slightly interesting: rather than applying highly idealized pulses of
CO; emissions, the IPCC 'SRES’ emissions scenarios can be used to make future projections with.
An example forcing of this sort is provided and can be selected by changing the name of the forcing
selection parametebg_par_forcing_name) to:

wor jh2.FeMahowald2006.FpC02_Fp13C02_A2_02180PgC

which gives you the IPCC ‘A2’ scenario (extended beyond year 2010 in this case to give a total
cumulative fossil fuel burn of 2018 PgC, eRidgwell and Schmidl010]). Again, as this forcing

has units ofPgCyr! in its time-series file, you will need to add a scaling parameter taitiee-
configfile to turn units ofPgCyr! into molCyr, i.e.,

bg_par_atm_force_scale_val_3=8.3333e+013
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Data: glodap anthDIC / Level (k) =0
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Figure 6.1: Observed (top)s. Model (bottom) anthropogeni€O, inventories. Data and model
water column integrals in units of m@IO, m~2 and are nominally with respect to year 1994.

For complete ‘realism’, you will need to run this experiment starting from the end of the histor-
ical transient experiment you have just run (Section 1.6), e.g.,

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASE LABS
LAB_3.future 90 LAB_3.historical

and with the start from year now set to year 2010 (the end year of the historical transient):
bg_par_misc_t_start=2010.0

Note that theuser-config.AB_3.future is not provided for you — you will need to create this (or a
file named whatever you like) by copying e.gAB_3.EXAMPLE and making the parameter changes
described above (forcing specification parameter, emissions scaling parameter, and start year pa-
rameter).

You can also easily replace the details of the emissions with other SRES scenarios — simply find
the yeaws. emissions rate information from the interweind edit or copy-and-paste the flux values
for each decade into the fildBogem_force_flux_atm_pCO2_sig.dat in the forcing directorymuffin
will then automatically interpolate between the decadal tie-points to give a continuous change in
emissions. Now you are able to make a rather more realistic/plausible assessment of when and
where potential ecological impacts (via assumed ocean chemistry criteria) might occur.

Try running (e.g. as jobs submitted to the cluster queue), some other actual or made up SRES
emissions scenarios.

Se.g., http://sres.ciesin.columbia.edu/final_data.html
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Further ideas

Assessing the importance of emissions rate

By editing the flux and/or timing information you can control @, emissions trajectory and total

fossil fuel burned. Explore differe@O, release assumptions and note their impact on climate and
ocean biogeochemistry. Much more realistic and appropriate towuentglobal experiment is a

lower rate (order of 10 or 2BgCyr 1) released over a longer interval (order of 100 years) compared

to the conceptual 100PgC near-instantaneous pulse. Because the experiments are getting longer
toruninreal time ... remember to make appropriate use of the cluster queuing facility —i.e., think
about whether you want to sit around starting at the screen for 15 minutes waiting for a new line
of numbers appear — if not: submit to the cluster queue. For instance, one might try and address
the question: “For a given total release of fossil fG€),, is it safer to burn it slower?” The answer

is maybe not completely obvious, as burning carbon resources slower will result in a small global
impact, but perhaps one that persists for longer. You could conceive of an ensemble (set) of model
experiments, maybe one of 18@Cyr ! for 1 yr, one of 10PgCyr ! for 10 years, and one of 1
PgCyr! for 100 years, and run them all for e.g., 100 yearAs jobs submitted to the queue,

all can be run simultaneously (with blank spaces between commands!).) (Don'’t forget the control
experiment!)

Note note that you should create 3 némcingsbased on the original if you are editing the
same originaforcing and expecting to run different ones at the same time. Really, this is little more
than copying and renamingser-confidfiles, except it involves entire directories in genie-forcings.
Remember that the forcing is specified by the directory name assigngdpgar_forcing_name
(enclosed in?).

Determining thresholds of environmental impact

There are various concerns about the impacts of continuing fossCtdeémissions and a number

of proposed climatic (e.g., the 2 degree C global warming limit often mentioned in policy docu-
ments) and ecological ‘tipping points’. You can assess the maximum allo@&lemissions to
remain within particular global environmental limits in the model. For example:

e What is the maximum tot&L O, release that can be made without inducing aragonite under-
saturation at the ocean surface anywhere (or any season — see Section 5.2.3 in the User Man-
ual for seasonal time-slice data saving)? How important is the time-scale of emissions in
determining this? For total emissions above this: where in the ocean does the surface first
become under-saturated? How large would the emissions have to be in order to induce under-
saturation at the surface in the tropics (home to socio-economically important reef systems).
These are questions that can be addressed with si@Pjerelease experiments in ocean
carbon cycle models and everyone seems to get a GRL paper out of it each and every time!

e How important are€CO,-climate feedbacks in amplifying or diminishing future climate and
ocean carbonate chemistry changes — e.g., is the same atmosg@@sicgiue reached with
and without climate feedback (and surface warming) — if not, why? You can investigate this
by contrasting an experiment made includ®@,-climate feedback with one made without.
TheCO,-climate feedback can be turned off by settirg: 36=n.

6These all represent rather unrealistically small tG@h releases and you may want ot consider a total more like
1000PgCor rather more. You may also want to think about more realistic shapes rather than pulses, such a some sort of
ramp up and then down in the emissions rate (but for the same total emissions).
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e Also: How muchCO, emission does it take to significantly ‘collapse’ the AMOC and over
what time-scale? (Or alternatively: what is the atmospheZi©pthreshold for collapse?)
If the AMOC weakens or collapses ... why in the absence of a prescribed freshwater pertur-
bation does this happen? What physical process are at play in response ©0Qapalease
too the atmosphere that may act to reduce or shutdown deep-water formation in the ocean

model? (Plotting appropriate ocean property anomalies betwe@&heclease experiment
and a control experiment might help.)

Experiments could be hypothetical and consistingC@b pulses or ramps (or exponentials)
and run on directly from a pre-industrial spin-up, or more ‘realistic’ and run on from the end of a
historical transient experiment (e.g., starting in year 2010).






XXX

Ocean carbon geoengineering
Iron fertilization
Phosphate fertilization
Enhanced weathering

" Modifying spatial patterns

. Further ideas ra

Impacts to look out for
Other thoughts and suggestions
Further modifications of the biolo
pump in the ocean #

i e
~ ) *F
) 2

7. Ocean biogeochemical cycles




84 Chapter 7. Ocean biogeochemical cycles
READ.ME
You will need to download a nevestartfile prior to embarking on the experiments. This differs

from previous provided restarts in that it now includes an iron cycle in the ocean and hence co-
limitation of biological productivity by Fe.

$ wget http://www.seao2.info/cgenie_output/LAB_4.SPIN.tar.gz

Extract the results in the usual way and in the usual place ... and retgenie-main.
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Ocean carbon geoengineering

In this Secion you'll use the ’excuse’ of geoengineering, to perturb and elucidate the response of the
global carbon cycle and climate system and hence learn something new/different about Earth system
dynamics compared to e.g. its response only under standard future carbon emissions scenarios.

In the following experiments you are going to explore some of the ocean biological controls on
atmospheric @O, (plus ocean acidification, and the distributions and intensities of oxygen mini-
mum zones). Really, the ‘geoengineering’ focus is just an excuse to be looking at how the biological
pump in the ocean works, how it regulates atmospheZi©Of how sensitive it is to perturbation
and what the consequences are of any changes in it. So if you are uncomfortable with ideas of large
scale manipulating the Earth system, you might instead think about the relevance of the experiments
to e.g. understanding why atmospher@@ was low at the time of the last glacial.

The overall idea of this Chapter is to run futut€®, emissions scenarios and test whether
ocean carbon geoengineering is an effective means for reducing future ocean acidification and ma-
rine ecological impacts (but keeping in mind that you are also exploring the basic natural oper-
ation of the system in doing so). You will require a pre-industsigin-upand will need to cre-
ate a new historical@O, transient experiment because you are now using a différasd-config
(cgenie.eb_go_gs_ac_bg.worjh2.BASEFe) that includes additional tracers for the marine iron
cycle, i.e. you cannot simply use any of the experiments from previous labs as a restart.

Refer to Section 12.6 for a guide as to what to ‘look for’ in the madsLilts.

So to start with, go ahead and run a new historical transient experimeargerAconfigs provided

for your convenienceldB_4.historical) ... but maybe check the settings for e.g. start year,

as well as note that there are a number of new parameters to control the iron cycle (amongst other
differences) as compared to before:

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASEFe LABS
LAB_4.historical 245 LAB_4.SPIN

(ignore the ‘WARNING's at thestart)

The provided exampleser-config— LAB_4 .EXAMPLE — includes parameter settings for control-
ling any one of 3 different possible ocean carbon geoengineering schemes, described below. By
default, these are commented out (== ignored by the model) and only the forcing for the A2 emis-
sions scenariowpor jh2 . FeMahowald2006 . FpCO2_Fp13C02_A2_02180PgC) with no geoengineer-
ing enacted, is enabled by default. You might regard this as a control (reference) experiment for
all the with-geoengineering experiments you might run, i.e. the impad@gfemissions in the
absence of any mitigation by geoenginerring. To activate any particular geoengineering forcing:
simply un-comment (delete the # at the start of) the appropriate pair of lines (the first line being the
forcing specification, and the second one the total flux forcing used in the geoengineering scheme).
If you have multiple (un-commented) settings of a parameter {ggpar_forcing_name), then
the value specified in the last occurrence of the parameter, is the one that is applied. This can get
confusing, so if you un-comment out one set of parameter options, comment out (add a # to) the
ones you are not using.

The geoengineering (and control) experiments need to be run starting from the end of your
historical transient experiment:
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$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASEFe LABS
LAB_4.EXAMPLE 90 LAB_4.historical

Because with a modern configuration and additional tracers in the ocean, the model is running rather
slower than in some earlier exercises, you may not want to run beyond the end of the century (hence
the 90 year experiment duration, starting from year 2010, as suggestes).abov

Each of the example geoengineering scenarios are delineated by its own specific forcing — a set of
files that live in a uniquely named sub-directory within genie-forcings. The three forcings are:

e worjh2.FeMahowald2006.FpC02_Fp13C02_A2_02180PgC_FFe
e worjh2.FeMahowald2006.FpC02_Fp13C02_A2_02180PgC_FP04
e worjh2.FeMahowald2006_FpC02_Fp13C02_A2_02180PgC_FALK

Each forcing includes the A20O, emissions scenario, with the annual emissidb&,( flux)
biogem_force_flux_atm_pC02_sig.dat in units of PgCyr! (== GtC yr-1), hence requiring
a units conversion setting in theser-config(bg_par_atm_force_scale_val_3=8.3333e+013)
that is provided for you under the headi#gC02 emissions scaling. (You can completely
ignore the carbon isotope settings.)

Each forcing also includes a prescribed dust flux to the ocean surfacBeftaBowald2006
part of the directory name string). This is necessary because the model configuration you are
using includes a co-limitation of biological productivity by iron (Fe) in addition to phosphate
(PQOqy). (The files associated with the dust forcing abeobgem_force_flux_sed_det_sig.dat
andbiogem_force_flux_sed_det_SUR.dat but you do not need to edit these files.) For the
role of iron in controlling ocean productivity: possible starting points for background reading are:
Ridgwell and Kohfeld2007] (PDF available form my website) dickells et al.[2005] (Science).

The specific details of the 3 different example geoengineering scenarios are as follows:

Iron fertilization

Forcing: worjh2.FeMahowald2006.FpCO2_Fp13CO2_A2_02180PgC_FFe

— a constant (with time) flux of dissolved Fe (in addition to whatever Fe dissolves into the surface
ocean from the dust flux) is specified itogem_force_flux_ocn_Fe_sig.dat. The magnitude

of the applied flux is then scaled in thiser-confidgile by the setting:

bg_par_ocn_force_scale_val_9=1.0e+09

Note that this is simply an example total global flux. You might consider higher or lower fluxes, as
well as potentially how ‘practical’ the annual production and supply of such quantities might be.
A spatial pattern of the flux is also defined, in the file:

biogem_force_flux_ocn_Fe_SUR.dat

An example pattern is set (see later for instructions on modifying this) with a row of grid cells
marked along the same latitude in the Southern Ocean. You do not need to retain this pattern. In
choosing an alternative: think about where in the modern ocean biological productivity is thought
to be at least partly limited by the availability of dissolved Fe. Remember that the model may or
may not correspond with reality, i.e. it may or may not predict Fe limitation in the correct regions,
which may affect your choice of location for iron fertilization.
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Phosphate fertilization
Forcing: worjh2. FeMahowald2006.FpCO2_Fp13CO2_A2_02180PgC_FPO4 (‘macro-nutrient’ addition)

—a constant (with time) flux of dissolvéD; is specified inbiogem_force_flux_ocn_P04_sig.dat.
The magnitude of the applied flux is then scaled inuker-configoy the setting:

bg_par_ocn_force_scale_val_8=2.0e+12

Again, you should consider this as an example total flux. In choosing a total flux to apply, points
of comparison include whatever the total weathering flux (via rivers) of P to the global ocean is.
Also: global phosphate (fertilizer) production, which produces an interesting potential conflict be-
tween geoengineering and food production, although there are proposals for using fertilized ocean

regions for enhanced fish production.
A spatial pattern of the flux is also defined, in the file:

biogem_force_flux_ocn_P04_SUR.dat

An example pattern has been set — here, the Equatorial Atlantic. In choosing your regions(s),
think about where in the ocean (again — there may be differences between real ocean and model)
productivity is currently limited byPO,. Also be aware of possible on-set of Fe limitation if you
relieve the PO4 limitation (i.e., you could potentially lose effectiveness if you supply too much PO4
and instead productivity andO, draw-down is capped by a second factor). You could potentially
consider PO4 and Fe addition at the same time ... ?

Enhanced weathering
Forcing: worjh2.FeMahowald2006.FpCO2_Fp13C0O2_A2_02180PgC_FPO4 (alkalinity addition)

—a constant (with time) flux of alkalinity is specified itiogem_force_flux_ocn_ALK_sig.dat.
The magnitude of the applied flux is then scaled inuker-configoy the setting:

bg_par_ocn_force_scale_val_12=5.0e+13

Again, another example total flux. In choosing a total flux to apply, points of comparison
include whatever the total weathering flux (via rivers) of alkalinity (often described in terms of the
bicarbonate ion flux) to the global ocean is. Also: global cement (lime) production. (Note that in

one mole of limeCa0, you have 2 moles of alkalinity0@®").)
A spatial pattern of the flux is also defined, in the file:

biogem_force_flux_ocn_ALK_SUR.dat

An example pattern has been set — here, bordering the major tropical coral reefs locations in
the Western Pacific. In choosing your regions(s), you might think about mitigating specific ecosys-
tem impacts of ocean acidification, or about the feasibility of transport and proximity to abundant
limestone CaCQ; — the source of lime) and/or energy.

Modifying spatial patterns

The spatial patterns of an applied flux forcing to the ocean can easily be modified. The pattern
is specified in a simple ASCII (plain text) file, in the file in the forcing sub-directory ending
‘_SUR.dat’. The file (in this example the default Fe pattern) looks like:
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Here: '0's represent land and cannot have a forcing associated with theer@’s represent a
zero flux to the ocean, and ! 0’s the default Southern Ocean forcing pattern. Note that a distinction
is made between &” and a ‘0.0’ so that you can make out where the continents are and do not

necessarily have to count in thendj grid directions to find a specific location. The grid is the
same as you saw previously in tracing ocean circulation, and which numberedrb¢ axes if

that helps. For the ALK forcing,1'. 0's are set off of the coast of Australia and SE Asia and in the

PO, forcing, in the Atlantic.

There is no more to changing the pattern of the flux forcing than simply marking withoa °

where you would like the forcing applied, andaa 0’ where it should not be. Note that there should

be a single blank line at the bottom of the file. (If you have problems applying a modified spatial
pattern — check that this is present.) It is best to keep a copy of the original forcing in case you

make a mess of the spatial pattern file, but the original can also be recovered from the code server.
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7.3 Further ideas

7.3.1 Impacts to look out for

e Impacts and ecosystems of interest could potentially be ones residing on the ocean floor, such
as cold-water (deep water) corals, and are not necessarily planktic (/surface) only.

e Don't forget that different calcifying organisms employ different mineralogies (calcite vs.
aragonite), with different saturation states and hence potentially susceptibility to ocean acidi-
fication. Hence thresholds of both aragonite and calcite saturation will be relevant, depending
on the organism. Depending on the organism, saturation changes occurring in specific regions
may much more relevant than a global mean change. Also, it might be the seasonal minimum
value reached, rather than annual averaged minimum, that is critical.

e Some of the arguments against some forms of ocean carbon geoengineering concern the
potential for adverse impacts on marine organisms (and positive climate feedbacks) induced
by decreases in the degree of oxygenation in the ocean, such as expanding and/or intensifying
oxygen minimum zonesnuffin saves 3D fields o®, concentrations that can be plotted in
slices through the ocean of various orientations.

7.3.2 Other thoughts and suggestions

¢ If you want to combine forcings, you need to first update the §itgifigure_forcings_ocn.dat
— this specifies which ocean flux forcing will be used — simply copy the relevant line from
the equivalent file of the forcing to be added. You will also need to copy in the relevant
‘_sig.dat’and ‘_SUR.dat’ files. Remember that in theser-confidile, you will need to set
the relevant flux scaling parameter for each different flux in the forcing.

e By default, theCO,-climate feedback is ‘on’:

# set climate feedback
ea_36=y

Should you want to assess the impacts of geoengineering independently of changes in climate
— the option is there. (Note that under some of the high@®g emissions scenarios, there

may be a degree of collapse of the AMOC that will presumably affect the patterns of ocean
acidification and oxygenation etc.)

e If you are having doubts that your experiment is actually ‘doing’ anything (different from
the control) — remember to create anomaly maps (plots) to look for specific changes in e.g.
saturation state, pH, or the water column inventory of anthropo@&@ic Even before this —
plot anomalies of the flux you think you have applied, looking specifically at the region you
think you have applied it to. For thispuffin saves the 3D distributions of dissolved Fe and
PO,. See Figures below.

e Always be aware of the caveats regarding this specific model (and models in general) — how
much does it different form the ‘real world’ for the modern ocean, particularly in terms of
patterns of carbonate saturation? Does it even simulate anthrop@f@niptake adequately
in the first place?

7.3.3 Further modifications of the biological pump in the ocean

Other manipulations of the biological pump and ocean carbon cycle are possible and potentially
instructive and in the following examples may be of rather more relevance to past climates and
carbon cycles and e.g. possible reasons for the low atmospbéxicconcentrations at the last
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glacial, as opposed to relevant to geoengineering (a good thing!). The first two of these may have
profound effects not only atmospheri€@, but also on dissolved oxygen concentrations in the
ocean (and hence implications for the suitability of animal habitat such as for fish) and this is
something that you will want to look at as part of your overall assessment of impacts.

Remineralization depth

In the model configuration that you have been using, the degradation of particulate organic matter
sinking in the water column proceeds according to a fixed profile of flux with depth (there is no e.qg.
temperature control on the rate of bacterial degradation of sinking organic mattei} @itand

PO, released back to the seawater as the particulate flux decreases. The parameter that controls the
(e-folding) depth scale of particulate organic matter is:

bg_par_bio_remin_POC_eL1=589.9451

Either edit this value (found under the headimg=-- REMINERALIZATION --) or add a new line
at the end of theiser-confidgile specifying the value you want. Units are

ReadRidgwell et al. [2007] for additional discussion of this parameter. See Figure 2-4 in
Ridgwell[2001] (http://www.seao?2.org/pubs/ridgwell_thesis.pdf) for an illustration of how the flux
of particulate organic matter decreases with depth in the ocean, plus references therein.

There is also an associated parametgs.par_bio_remin_POC_frac2, which sets a frac-
tion of organic matter that is assumed to settle through the water column completely un-altered
(currently assigned a value of 0.045 == 4.5%), but this is arguably less useful to change than the
remineralization length-scale of the more labile fraction (the other 95.5% of particulate organic
carbon exported from the ocean surface).

Note that there may well be no simple parallel that can be found in geoengineering to this pro-
cess. However, there are hypotheses that during the last glacial and as a result of colder ocean
temperatures, the depth scale was longer. Conversely, there are ideas about that the warmer tem-
peratures of the e.g. Eocene ocean and hence faster rates of bacterial metabolism led to a much
shallower remineralization depth scale. So a remineralization depth scale that is responsive to
temperature may have importance in understanding ocean biogeochemical cycles during both past
warm and cold climates as well as obviously, future global change. While you are not implement-
ing a temperature-dependent parameterization explicitly, you can at least test for whether changes
in temperature might have important impacts by simply changing the remineralization depth to be
shallower (smaller depth-scale under a warming climate) or deeper (greater depth-scale in a colder
ocean).

Macro nutrient inventory and uptake

Suggestions have been made that nutrients were used more efficiently during the LGM, meaning
that for the same nutrient uptake at the surface more carbon was exported to depth in the ocean. See:
Omta et al.[2006]. There are also a bunch of (relatively old) hypotheses concerning differences
between glacial and modern ocean in how much nitfd®;() there was. There is nidO; in this

version ofmuffin (just PO4 andFe), but an analogous change can be made to the phosphorous

cycle.
For the nutrient-to-carbon ratio in organic matter, the relevant parameter is:

bg_par_bio_red_POP_P0C=106.0

To change the default value (106.0), add a new line at the end afsteconfigfile specifying
the value you want. A larger number means tR@&Y, is being utilized more efficiently and more
organic matter is being produced for the same nutrient consumption.



Q2 Chapter 7. Ocean biogeochemical cycles

To test the effect of there being madP®, in the ocean, in addition to using the (surface) flux
forcing as described earlier, it is also possible to simply increase the inventory of the ocean as a
whole in one go:

bg_ocn_dinit_8=1.0E-6

which will add 1umol kgt of POy uniformly to the ocean. (A larger/smaller number will obviously
increase the glacial nutrient inventory by more/less.)

In terms of geoengineering, changing the ‘Redfield’ ocean plankton might be difficult ... but
not impossible, although we are presumably talking about releases of genetically modified organ-
isms to the entire ocean to achieve this meaning there are obviously some severe ethical concerns.
However, adding macro nutrients suchR®, (more often,NO; is talked about) may be more
feasible.

CaCOa3:POC rain ratio

Kicked off by a classic 199¥laturepaper byArcher and Maier-Reimefsee:Kohfeld and Ridgwell
[2009]), one potential means of changing atmosph€@e naturally at the last glacial involves
changes in the export ratio betwe€aCG; (shells) andPOC (particulate organic matter). Such a
change in ratio could come about through a variety of ways (e.qg., via the 'silica leakage hypothesis’
(see:Kohfeld and Ridgwel[2009]) and also through the direct effectfed on diatom physiology
(seeWatson et al[2000] in Natureand also Supplemental Information). There are also ideas about
an opposite ocean acidification effect, whereby the less acidic glacial (compared to modern) ocean
led to increased calcification arf@aCQ; export. Note that this response (higher saturation ==

greater rate of calcification) is encoded into your model configuration Riskegvell et al.[2007b].
In muffin, theCaCGQ; : POCrain ratio is controlled (technically: scaled) by the parameter:

bg_par_bio_red_POC_CaC03=0.0485

The pattern ofCaCG; : POC rain ratio is not uniform across the ocean (why? (sBé&lg-
well et al. [2007, 2009]), and its pattern can be viewed in the @DGEM ) netCDF variable:
misc_sur_rCaCO3toPOC.

(Note that it is unlikely that there is any parallel in a geoengineering context to this process.)
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Figure 7.1: Mean annual ocean surface saturation (aragonite) changestop: pre-industrial

model ocean surface saturation (aragonite) with ReefBase tropical coral reef locations re-gridded
to themuffin grid and color-coded with modern observationally-based saturation values. 2nd and
3rd down: Year 1994 and 2010 ocean surface saturation (aragonite) with ReefBase reef locations.
Bottom: Year 2010 ocean surface saturation (aragonite) under ta2missions scenario. The

thick white line delineates the 3.25 saturation contour (inferred to reflect a limitation on corals).
Examples here produced usimguffinplot but equally do-able irPanoply with the exception of
achieving a data overlay. These are provided simply to illustrate some of the impacts you might
consider and possible ways of visualizing them.



Q4 Chapter 7. Ocean biogeochemical cycles

Data: bio fpart POC / Level (k) = 16 Data ID: ocn-02 / mask = mask-worjh2-ALL.dat
0 -
) @
3 £ /
3 =
2 £
5 S 3 j
[a]
44
\ e
5 T T T T T
N -90 -60 -30 0 30 60 920
Longitude Latitude
Data: bio fpart POC / Level (k) = 16 Data ID: ocn-02 / mask = mask-worjh2-ALL.dat
90 0
1 f
9 ;Ec 2 p
3 =
2 £ | !g
S8 2]
[a]
44
- M\
' T y y ' 5 T T T T
260 1o 80 ° 100 -90 -60 -30 0 30 60 90
Longitude Latitude
Data: bio fpart POC / Level (k) = 16 Data ID: ocn-02 / mask = mask-worjh2-ALL.dat
0 -
| G
3 . ~
3 =
2 £
5 2,
[a]
44
’ 5 T T T T T
80 -90 -60 -30 0 30 60 90
Longitude Latitude
©O0 0O =22 =22 NN NWWWWhRRDLRO [ A A A A R =TS B SO OO ORI SR <}
N o N N o N N o N o N N o N A BB WWNN= 2O o oo oo v o v o
(&) (&) (&) o o o o o o o o oo oo o u o

Figure 7.2: Ocean surface export (particulate organic carbon) and zona[O,] anomalies.

Left: anomalies of global mean annual export production Fefertilization (top), PO, addition
(middle), and ocean liming (bottom). Right: Zonal mean anomalies of diss@yedncentrations.
Examples here produced usimguffinplot but equally do-able irPanoply with the exception of
achieving a data overlay. These are provided simply to illustrate some of the impacts you might
consider and possible ways of visualizing them.
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8. Marine ecosystems and dynamics

I

In the chapter we address the role and nature of marine (plankton) ecosystems.

muffin includes an explicit ecosystem component, including primary and export production as
well as plankton biomass ECOGEM? — as an alternative option to the ’bioloigically induced
export flux’ representation of export production. The ecological model takes what is known as a
size-structured approach to representing diversity of function in marine ecosystems, and is flexible
in being able to be configured to represent any range of size classes of phytoplankton and zooplank-
ton (and/or mixotrophs).

Stuff to keep in mind. ..

e We will be working with highly idealised ecosystems in a highly idealised ocean.

e The aim is to explore why the model behaves as it does.

e The assumption is that this will give us some insight into why the real world behaves as it
does. Perhaps. (Itis up to you to question the validity of this assumption.)

1L oosely based on original workshop material devised by Ben Ward <b.a.ward@soton.ac.uk>

2Ward et al. [2017] — Ward, B. A., Wilson, J. D., Death, R. M., Monteiro, F. M., Yool, A., and Ridg-
well, A.: EcoGEnIE 0.1: Plankton Ecology in the cGENIE Earth system mo@elpsci. Model Dev. Discuss.
https://doi.org/10.5194/gmd-2017-258, 2017.
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Read.me

Before you start, you need to retrieve sonmaatfin model experimente-startfiles. At the termi-
nal, enter the following commands (hitting ‘return’ after each command):

cd ~/cgenie_output
wget http://www.seao2.info/cgenie_output/_restarttest.worlgd.Wardetal20018.ECOGEM.SPIN.tar.gz
tar xfvz _restarttest.worlgd4.Wardetal20018.ECOGEM.SPIN.tar.gz

Then as before ... return to theuffin genie-main directory:

cd genie-main
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Getting going with ECOGEM

Previously, you were running the standard 'biogeochemical’ versionuffin 2. In BIOGEM , the
biological pump is driven by an implicit (i.e. unresolved) biological community. As in the real
ecosystem, the biological uptake of carbon and nutrients (such as phosphorus and iron) is limited
by light, temperature and nutrient availability. However, unlike the real ecosystem, any uptake
is directly andinstantly converted to particulate and dissolved organic matter (POM, DOM) and
exported to the ocean interior via (gravitational) settling and the ocean surface, respectively. i.e.

production
—>

e surface inorganiautrients POM andDOM

and export

POM is then instantaneou$lyemineralized in the ocean interior, returning nutrients and dissolved
carbon and consuming oxygen (amongst other transformations and depending on the specific tracers
selected in the ocean). DOM, released in at the ocean surface, is transported with the circulation
of the ocean but it fast decay and remineralziation time-scale ensures that nutrients are primarily
returned back to the surface ocean.

In contrast, in this chapter, we are going get started withE#@OGEM’ ecological modeling
package. This will allow us to extend the capabilitiesmiffin to examine a range of questions
relating to the role of physiology and community structure in regulating the biological pump and
hence atmosphericO, etc. INECOGEM, biological uptake is again limited by light, tempera-
ture and nutrient availability, but here it must pass through an explicit and dynamic intermediary
plankton biomass pool, before being expressed as the production of POM and DOM (whose fate
proceeds as per above):

production
—_

¢ surface inorganiautrients planktonbiomassw POM andDOM

Running the model

We will start with the simplest possible configuration BEOGEM, with just a single (small)
phytoplankton class You can run this model at the command line, by entering the following
command (note that this should be one continuous line) ...

$ ./runmuffin.sh muffin.CBE.worlg4.BASESFeTDTL LABS wardetal.2018.ECOGEM.EXAMPLE 10
_restarttest.worlg4.Wardetal20018.ECOGEM. SPIN

As before, we have five input parameters after the run scrifptunmuffin. sh) is invoked:

1. muffin.CBE.worlg4.BASESFeTDTL — The ‘base-confitfile.
Note the additional_eg’ that marks the inclusion of thECOGEM package.

2. LABS — As before — thauser-configdirectory where theiser-confidile resides.

3. wardetal.2018.ECOGEM.EXAMPLE — The specifiauser-confidfile (experiment name) used
in this example.

4. 10 — The run duration (for this particular example experiment) ... in years.

3e.g. seRidgwell et al.[2007]

4Depending on the specific remineralization options chosen. The default is in fact for POM to settle downwards at a
finite rate.

5i.e. as if the ocean was populated with a small species of phytoplankton (photo-autotroph) and nothing else.
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5. _restarttest.worlg4.Wardetal20018.ECOGEM.SPIN — Therestartfilename.
Here we are telling the model to start from the endpoint of a previous experiment (a 10,000
year run oBIOGEM ... although what you actually have, is a 10 year run following on from
a 10,000 year run.).
Notethatthere-starthereonly appliego thebiogeochemicgbartof themodel. Theecological
communitywill beinitialisedfrom some ery low biomass.

The model will run as before, except that now we haveBRE®OGEM debug option enabled,
and you will get a lot of extra information about how the ecological model is configured.

The additional lines appearing as the experiment runs, e.g.
>>> SAVING ECOGEM TIME-SLICE AVERAGE CENTERED @ year : 0.500

confirm thatE COGEM s writing ecological time-slices at the same timeBA®GEM s writing
its own time slices. (Note th&COGEM is not currently set up to saviene-serieslata in the same
way asBIOGEM .)

Viewing 2D time-slice output

Following the same convention as BIOGEM , ECOGEM time-sliceoutput is saved in the sub-
directory of your experiment results directory, naniedGEM .6

1. Open thdields_ecogem_2D.nc file by locating it in the correct directory, and double click-
ing on itin the file transfer window (if you have that software function configured), or transfer
locally and then open (e.g. Panoply).

2. You should now see a list of 2D arrays that were outpUEGYDGEM . Looking at theLong
Name description, simply click on a variable of interest. If a menu window pops up, just
click on Create or hit theReturn key.

3. Check thePanoply settings to make sure you really know what you are looking at.
(a) Whichtime-slice(i.e. simulation year) are you looking at?
(b) What is the data range (i.e. colour scale)

Remember: you can change the default settingaimoplyto avoid changing things every time you
open a new file. First click oRanoply — Preferences.... Here you can switch off interpolation
and the grid overlay under th®@eneral menu. You can disable the spuriously precise coastline
underLon-Lat Plofts.

A guide to some kefeCOGEM output variables to peruse can be found at the end of Chapter
15.

Comparing to observations

Models are usually intended as an approximation of the real world (whatever that is). It might,
therefore, be useful to check if our approximation is in anyway realistic. We can do this by com-
paring the model output to observations.

1. You can download a compilation of key biogeochemical variables (as netCDF files) from the
mymuffin webpage

Sor this particular example experiment, the full path to B@OGEM results would be:
/cgenie_output/wardetal.2018.ECOGEM.EXAMPLE/ECOGEM/.


http://www.seao2.info/cgenie/data/GEnIE_observations.nc
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2. You can open th&EnIE_observations.nc file in Panoply in the same way as you opened
thefields_ecogem_2D.nc file.

3. You can now compare the model output to key biogeochemical variables, such as surface
chlorophyll or phosphate. (Also, e.g. create difference maps.)

4. When doing this, be asking yourself the question: doe the model perform well or poorly with
respect to reproducing these variablesfaf, why not?

NOTE: ECOGEM only saves a limited number of surface (2D) data arrays. You can look at other
variables (in 2D and 3D) by opening the correspondM@GEM files’, fields_biogem_2D.nc
andfields_biogem_3D.nc in Panoply.

Bear in mind that we restarted the model from a previous simulationBIfFGEM . Some of the
state variables may take a long time (ie: 10 years) to adjust to the new model configuration
(especially the distribution of nutrients and oxygen at depth).

"They can be found in the directory:
~/cgenie_output/wardetal.2018.ECOGEM.EXAMPLE/BIOGEM/
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8.2 Ecosystem configuration

In the last section you ran a very simple configuration of HBOGEM ecosystem model, and
compared it to observations. In this section we are going to add a bit more ecological realism,
with the aim of improving model performance (i.e. as contrasted against observations). We will
start by adding a zooplankton population that should bring a degree of ‘top-down’ control to the
phytoplankton population.

Details of the original (full) ecosystem are specified in tiser-confidile:
wardetal.2018.ECOGEM.EXAMPLE

1. Locate theuser-configfile (in ~/cgenie.muffin/genie-userconfigs/LABS), and open it in your
preferred text editor.

2. Theuser-configile can be used to configure the model to your liking. One of the most impor-
tant amendments to note straight away can be seen on libg Jdar_bio_prodopt="NONE".
This effectively disables the simple biological export schemBI{DGEM , replacing it with
the explicit biology of ECOGEM. This is a necessary step whenever runfi@OGEM,
because we do not want the implicit and explicit biological schemes to be implemented si-
multaneously ...

3. We can also see a load of other model parameters. Any that beginbgithcorrespond to
BIOGEM, while ‘eg_’ corresponds t&aCOGEM. The ECOGEM parameters begin after
line 71.

4. One of the most important parameters specifiegtiosystem configuratidite:

eg_par_ecogem_plankton_file =’NPD.eco’

This points to a file (located irycgenie.muffin/genie-ecogem/data/input/) that specifies ev-
ery plankton population ('species’, if you like) that is accounted for in the model experiment.
If you open that file in a text editor, you will see something akin to the following:

01 02 03
\/ \/ \/

-START-OF-DATA-
Phytoplankton 10.00 1

-END-OF-DATA-
/\ /\ /\
01 02 03

DATA FORMAT AND ORDER

COLUMN #01: plankton functional type name
COLUMN #02: plankton diameter (micrometers)
COLUMN #03: number of randomised replicates

INFO: TRACER ASSIGNMENT RULES

Plankton functional type one of: Prochlorococcus
Synechococcus
Picoeukaryote
Diatom
Coccolithophore
Diazotroph
Phytoplankton
Zooplankton
Mixotroph
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5.

NOTE:

NOTE:

The first thing to note is that only the lines in between$BRT-0F-DATA- and-END-OF-DATA-

tags are read by the computer. The rest is there solely for your guidance.

Each line that is entered in the computer-readable area tells the model to create a distinct
plankton population in the model. The plankton functional type’ of this population is spec-
ified in the first column, while the plankton diameter is specified in the second column. A*
must always be placed in the third column (it doesn’t 'do’ anything, but the model still needs
it ... why ... ?).

In this ‘NPD’ (single nutrient-plankton-detritus) configuration, we only have a 10 micron
generic phytoplankton. The ecological and physiological traits of this population are assigned
automatically according to the size and the functional type (here: photo-autotroph).

The only PFTs available at the momentBiigtoplankton, Zooplankton andMixotroph.

The other groups currently have no real functionality associated with them.

This file format is fussy, angbu cannot hae ary empty lines in between theSTART-0F-DATA-
and-END-OF-DATA- tags — every line between these tags must have data (3 parameter values).

. We can increase the ecological complexity of the model by adding another plankton popula-

tion. Save theecosystem configuratidiie under a new and highly intuitive name (such as
NPZD.eco), and add another line specifying a 100 micron zooplankton. It is important that
the zooplankton is 10 times larger than the phytoplankton in terms of diameter. This is the
optimal predator-prey length ratio in the default configuration. (You could maybe think about
changing this value later on.)

. To run the model with this new configuration, change the name efdbgystem configuration

file in theuser-confidile. ..

eg_par_ecogem_plankton_file =’NPZD.eco’

. Save the newser-configfile under a different name (e.®SS.NPZD.SPIN). You can now

execute the model at the command fine

./muffin.CBE.worlg4.BASESFeTDTL / BSS.NPZD.SPIN 10
_restarttest.worlg4.Wardetal20018.ECOGEM. SPIN

... or submit it to the cluster queue ...

gsub -q dog.q -j y -o cgenie_log -V -S /bin/bash runmuffin.sh
muffin.CBE.worlg4.BASESFeTDTL / BSS.NPZD.SPIN 10
_restarttest.worlgd4.Wardetal20018.ECOGEM.SPIN

. Once you have completed the new simulation, compare the new results to the old simulation,

and also in terms of its ability to reproduce observations. Has the addition of zooplankton
to the model improved its behaviour or not? Look also at the global distributions of carbon
biomass in the phytoplankton and zooplankton populations (again, a log scale might help).

How have the zooplankton interacted with the phytoplankton to change the ecological dy-
namics in the model?

Visualising composite data

We can perhaps get a better handle on this question by looking at the ratio of phytoplankton-to-
zooplankton biomass. Such ratios can, however, be difficult to assess simply by eye-balling two
maps. Instead we can uBanoply to combine data arrays.

8Don't forget to change the name of theer-confidile here as well ...
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1.

First close all youPanoply plot windows. Then open a new one forBiomass - Popn. 001
(10.00 micron phytoplankton). Next, select Biomass - Popn. 002 (100.00 micron zooplankton),
and click theCombine Plot icon at the top of thé&anoply window.

A box will open up asking yotn which existing plot should | combine the variable. As you
now only have one plot available, this should be a straightforward choice. Clicloine.

. A new map should appear showing the total zooplankton carbon biomass minus the total

phytoplankton carbon biomass (see the label on the colour scale). This is not what we want.
Below the map, under thearray(s) tab, there is a drop down menu showing the range of
different ways the two arrays can be combined. We want to look at the Z:P biomass ratio, so
selectArray 2 / Array 1.

. You now need to make sure that you are looking at the right year (you can time-lock the two

arrays by clicking on the chain icon). You may also find it helpful to look at the data on a log
scale, with a scale range @fi to 10. You might also like to change ti@olor Table: option to
GMT_polar.cpt.

Questions:
e What does this plot say about the relationship of zooplankton and phytoplankton in different

regions of the ocean?

¢ In what regions do zooplankton or phytoplankton dominate?
e What affect does a high Z:P ratio have on the biomass of the phytoplankton popiation?

Iron limitation

Up to this point, we have only considered phosphate as a limiting nutrient. (Iron was included in
the model, but it was not limiting to phytoplankton growth.) You can switch on iron limitation by
modifying two lines in thauser-confidile:

eg_useFe=.true.

and

eg_fquota=.true.

Give theuser-confidfile a new name (e.@®SS.NPZD_Fe.SPIN), then re-run the model.

1.
2.

Examine the effect of iron limitation in the new model. What has changed?

We can get a more exact picture of the nutrient limitation terms via the netCDF output vari-
ables:eco2D_xGamma_Fe_001 andeco2D_xGamma_P_001.

These two variables take values of between 0 and 11 iAdicates that the factor is not
limiting to growth. A0 indicates the factor is completely preventing growth.

¢ In what regions are iron and phosphorus more or less limiting to growth?
¢ In regions where neither is limiting, what other factors might be important?

. Plankton stoichiometry plays a critical role in determining which nutrient is most limiting to

growth. You can increase the planktBa: C ratio by increasing the minimum and maximum
iron quotas. Look at the parametess qminFe_a andeg_qmaxFe_a in theuser-confidile.

9For example, in terms of the chlorophyll concentration.
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e What happens to the ecosystem if you increase these parameters by a factor of 2, 5 or
107?

e How does a change in these parameters affect the model behaviour?

e What has changed in terms of the patterns of nutrient limitation?

e What has happened to the concentration of the limiting and non-limiting nutrient?

NOTE: It can be 'risky’ to just change the parameter value in place, as you might forget what you

started with ... Instead; you might copy/paste a new version of the line in question, and
comment out the original by placing & ‘at the beginning of the line. For example:
#eg_qgminFe_a = 3.0e-6
eg_qminFe_a 6.0e-6
changes the minimum iron quota by a factor of 2, whilst keeping a record of the original
setting (inactivated by th#). Or, you might do something like:
eg_gminFe_a = 6.0e-6 # 3.0e-6

that reduces the total number of lines you end up with in the user-config file.

4. Nutrient supply ratios are also important in determining the limiting nutrient.
Thebg_par_det_Fe_sol_exp parameter determines the solubility of atmospheric iron in-
puts in seawater. Decreasing the value@fpar_det_Fe_sol_exp will therefore decrease
the iron-to-phosphorus supply ratio.

e What happens to the ecosystem if you decrégsear_det_Fe_sol_exp by 10, 20
or 50%?
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8.3 Increasing ecological complexity

In the last section, we looked at the results of some simulations based on ‘NPD’ (one nutrient-
(phyto)plankton-detritus) and ‘NPZD’ (one nutrient-(phyto)plankton-zooplankton-detritus) type ecosys-
tem models. Here we will begin to incorporate a bit more ecological complexity.

8.3.1 Plankton size classes

We are going to add a few more plankton size classes, so we have small, medium and large phyto-
plankton and zooplankton.

1. Save theecosystem configuratidile under a new name (e.@P3zZ.eco), replacing the exist-
ing plankton populations with the ones described in T&ble

2. Torunthe model with this new configuration, change the name efdbgystem configuration
file in the user-confidfile:

eg_par_ecogem_plankton_file=’3P3Z.eco’

3. Save the newser-confidile under a different name (e.8SS.3P3Z.SPIN) and then run the
new model at the command line (e.g. for 10 years).

Table 8.1: Plankton functional groups and sizes.

j PFT Diametergm) | Functional Type Diametegm)
1 Phytoplankton 0.6 4 Zooplankton 6.0

2 Phytoplankton 6.0 5 Zooplankton 60.0

3 Phytoplankton 60.0 6 Zooplankton 600.0

8.3.2 Viewing 2D time-slice output

Open up the 20ime-slicedata for the new experiment, following the same procedure as in the
previous section. You will now see a lot mdime-slicevariables now appear listed Panoply.

We have all the same diagnostics as before, plus some new ones relating to the new plankton pop-
ulations you have just added. We also have a load of other arrays describing the size distribution
and diversity of the photosynthetic community (non-phototrophic populations are ignored in these
metrics). These were not included before, because there was only one phytoplankton population.

Size fractions
Variables beginning éco2D_Size_Frac._...
fractions:
1. picophytoplankton (diametet 2 um)
2. nanophytoplankton (2 diameter< 20 um)
3. microphytoplankton (diameter 20 um)
Size metrics
Any other variables beginningsto2D_Size_.." give metrics describing the phytoplankton
size distribution.
— eco2D_Size_Mean: Geometric meal? phytoplankton diameter, weighted by carbon
biomass

give the chlorophyll biomass in the three size

10\We use the geometric mean and standard deviation, because phytoplankton biomass is approximately log-normally
distributed across the phytoplankton size range.
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— eco2D_Size_Stdev: Geometric standard deviatithof phytoplankton diameter, weighted

by carbon biomass.

— eco2D_Size_Minimum: Diameter of smallest phytoplankton contributing.1% of the

total phytoplankton carbon biomass.

— eco2D_Size_Maximum: Diameter of largest phytoplankton contributing).1% of the

Diversity metrics

total phytoplankton carbon biomass.

Any variables beginningeco2D_Diversity_..." give metrics describing the phytoplankton di-
versity.
— eco2D_Diversity_Threshold: the threshold diversity index. The number of species con-

tributing >0.1% of the total phytoplankton carbon biomaBaiton et al, 2010]2.

— eco2D_Diversity_Berger: the inverse Berger(-Parker) indeBdrger and Parker1 970},

NOTE:

The proportion of carbon biomass made up by all but the single most dominant popu-
lation. For example, if the dominant population accounts for 40% of the total carbon
biomass, inverse Berger (-Parker) index is 0.6.

eco2D_Diversity_Simpson: the inverse (Gini-)Simpson indeSimpson194914. This is
effectively the probability that two samples taken at random from the community will be
from a different species (note that the probability of selecting a population is dependent
on carbon biomass, not cell abundance). If we define the proportional biomass of each
species as its relative contribution to the total carbon biomass in the community, the
inverse Gini(-Simpson) index is calculated as one minus the sum of the squares of the
proportional biomasses of each species.

eco2D_Diversity_Shannon: the Shannon(-Wiener or -Weaver) ind&hannon1948]J°.

With the proportional biomass defined as above, the Shannon index is defined as the sum
of [the proportional biomass multiplied by the logarithm of the proportional biomass]
for each species.

The threshold index is a fairly crude measure of the total number of species in the com-
munity, relative to a small and arbitrary threshold of relative biomass. This index is not
very sensitive to the relative biomass of individual species (although one very success-
ful species can raise the absolute value of the threshold, thus lowering the diversity).
The other three indices do more to quantify the evenness of the community. The more
unequal the proportional abundances, the smaller the value of the index. If almost all
the abundance is concentrated into one type and all the other types are very rare, the
latter three indices can become very small. A community with fewer species, but with
more evenly distributed biomass, may well have higher values for these three diversity
indices.

11 The geometric standard deviation describesréfiative size range of the phytoplankton. For a geometric standard
deviation ofog, ~68.2% of the phytoplankton carbon biomass will be in cells no moredharders of magnitude smaller
or larger than the geometric mean size.

127 D Barton, S Dutkiewicz, G Flierl, J Bragg, and M Follows. Patterns of diversity in marine phytoplankton. Science,
327(5972):1509-1511, 2010.

13w H Berger and F L Parker. Diversity of planktonic foraminifera in deep-sea sediments. Science, 168
(3937):1345-1347, 1970.

14E H Simpson. Measurement of diversity. Nature, 163:688, 1949.

15C E Shannon. A mathematical theory of communication. The Bell System Technical Journal, 27(379-423 and
623-656), 1948.
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Have a look at some of these metrics, but bear in mind that they summarise the diversity of a
phytoplankton community that includes just three species. They are probably not that revealing,
so we will come back to them later. Instead, have a look some of the other metrics describing the
model ecosystem.

Questions:

e What are the global distributions of the different size classes?

e How do the global biomass distributions compare to variables such as temp&yatugi-
mary production §ptake Fluxes C)?

e How does nutrient, light and temperature limitation vary between the size classes?

e Can you account for the distribution biomass between the size classes according to the dif-
ferent limiting factors?

8.3.3 Create your own ecosystem

Save theecosystem configuratidile under a new name and add some more plankton populations
(whatever and as many as you ke Update thenuffin parameteeg_par_ecogem_plankton_file
in theuser-configand save this file under a new name. Run the new model.

Questions:

e How many populations can you get to coexist (i.e. each having a non trividl106)
biomass)?

e What effect do the new populations have on the community as a whole?

e What effect, if any, do your additions have on the strength of biological export?
(e.g. look atbio_fpart_POC in fields_biogem_3D.nc.)

160cean temperature is savediisids_biogem_3D.nc
173ust bear in mind that the more populations you put in, the slower the model will run!
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8.4 Build it up, tear it down

8.4.1 A fully size-structured ecosystem

We are now going to switch to a more diverse version of the size-structured ecosystem model. This
configuration has 8 size classes of phytoplankton, and 8 size classes of zooplankton, as shown in

Table8.2

1. Save theecosystem configuratioiile under a new name, replacing the existing plankton
populations with the ones described in TaBl2

2. Update thaiser-configo point to the nevecosystem configuratidite, and save again under
a new name. (It is generally a good idea to make a note of the name and goal of each
experiment as you set it up.)

3. Run the new model for at least 20 years (this will probably take about 10-15 minutes).

Table 8.2: Plankton functional groups and sizes.

j PFT Diameter gm) j Functional Type Diameteg(m)
1 Phytoplankton 0.2 9 Zooplankton 0.6

2 Phytoplankton 0.6 10 Zooplankton 1.9

3 Phytoplankton 1.9 11 Zooplankton 6.0

4 Phytoplankton 6.0 12 Zooplankton 19.0

5 Phytoplankton 19.0 13 Zooplankton 60.0

6 Phytoplankton 60.0 14 Zooplankton 190.0

7 Phytoplankton 190.0 15 Zooplankton 600.0

8 Phytoplankton 600.0 16 Zooplankton 1900.0

8.4.2 Ecosystem characteristics
We can now begin to look at the size and diversity metrics of the phytoplankton community in a

meaningful way.
1. Look first at:

(a) the total carbon biomass
(b) the carbon uptake flux (i.e. primary production)
(c) the geometric mean size
Make sure in each case that you are looking at the last year of model output. You may also
find it useful to adjust the colour scale, or to change to a logarithmic colour scale (e.g. try a
logarithmic scale from 2 to 20 microns for the geometric mean size).
Looking at the maps, we can perhaps pick out three different “biomes” in terms of their

community properties:

(a) The low-latitude oligotrophic gyres are relatively unproductive, and support some of
the lowest annual mean biomass in the surface ocean. In these regions the mean phyto-
plankton size is very small.

(b) Subpolar latitudes between“4énd 50 (either N or S) are much more productive, and
support very high annual mean biomass. These communities also have the highest mean
sizes of any region.

(c) The polar oceans are also highly productive (except perhaps the high Arctic), and sup-
port relatively high annual mean biomass. These communities are made up (in the
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model, at least) of slightly smaller phytoplankton than we see in the subpolar regions.

2. What can we find out about the community structure in these regions? Open up some of the
other metrics describing the community (standard deviation of size distribution, size frac-
tionation, diversity, limiting factors). What can you find out about the community structure
within each region, in terms of coexistence and exclusion?

e Does the community span a broad or narrow size range?

e How many size classes are coexisting in each biome?

e What is the smallest and largest size class in each biome?

e How much biomass is concentrated in each size fraction (picoplankton, nanoplankton
and microplankton)?

Overall —what factors do you think are most important in terms of dictating the global distribu-
tion of each size class?

To find out the answers to these questions, you are going to pull the model apart, and then put
it back together. At each stage the aim is to bring in a different limiting factor, so that you can see
its effect on the model behaviour.

The fundamental niche
The first step is to find out the impact of abiotic factors on the distribution of different phytoplankton
sizes. In other words, we need to find out what the distribution of the phytoplankton would be in
the absence of any ecological interactions, such as resource competition and predation. This is
effectively their ‘fundamental niche’.

The fundamental niche is fairly abstract, and not something that can be measured in the real
world. In model world, however, we can get a useful estimate of the fundamental niche by making
a few simple changes to the model.

1. First of all, you can remove all predation, simply by removing the zooplankton from the
ecosystem configuraticile. Once again, you will need to save a new and appropriately
nameduser-confidile.

2. Next, you also need to remove all competition for nutrients and light. This involves tweaking

the model equations so that the phytoplankton are not nutrient limited, and do not attenuate
light. To do this, all you need is to add the following line to theer-confidile.

eg_fundamental = .TRUE.

3. If you now run the model (just 10 years should do it, in this case), you should have a commu-
nity of eight phytoplankton size classes that are growing solely as a function of the incoming
light and the temperature. This growth will be balanced balanced the basal (i.e. non-grazing)
mortality. As there is no feedback between the ecosystem and the environment, populations
that can survive will grow exponentially and without limit, potentially reaching astronomical
abundance in very little time. Populations that cannot survive will rapidly decline to almost
nothing.

The regions in which each plankton shows positive growth defines its fundamental niche.
This is a function of abiotic conditions only, and is the absolute limit of its geographical
range. Look at the carbon biomass distribution in each size class (set the data range in each
case from 0 to lhmolCn73).
e How and why does the fundamental niche vary with size?
e Could the limits of the fundamental niche explain some of the patterns seen in the full
model?
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Resource competition.
The next step is asses the impact of resource competition. We are first going to do this in the absence
of any zooplankton grazing.

1. All you need to do at this stage is to re-enable nutrient and light competition. To do this,
simply delete ég_fundamental = .TRUE.’ from the user-configfile (or comment out the
line to disable it), and save under a new hame. Leavedthbsystem configuratidite as it is.

2. You should have a community of eight phytoplankton size classes that are competing for nu-
trients and light, again as a function of temperature. This is a much more realistic simulation,
as feedbacks between the ecosystem and the environment serve to limit the size of the phyto-
plankton populations.

Examine the model to find out:
e What size classes are able to persist when resource competition is enabled?
e Why are different size classes more or less abundant in different areas?
e How does the distribution of each size class compare to the fundamental niche?
e What are the reasons for any differences?

Phytoplankton biogeography at this stage begins to approximate the realised niche, which de-
fines the range of conditions that support a population in the presence of ecological interactions.
Note that at this stage, however, we have ignored the effects of any predator-prey interactions, as
the zooplankton grazers are still missing.

Resource competition + one generalist zooplankton
The previous simulation is clearly unrealistic (although, hopefully, informative). You are now going
to add back in just a single zooplankton class, that grazes equally on all plankton (including itself).

1. Add a 100 micron zooplankton into tleeosystem configuratidile, and save under a new
name. Also update theser-confidfile to reflect the change, and save under a similar name.

2. You need to modify the model so that the zooplankton eats all prey with equal preference.
This can be done by adding the following lines to #o®system configuratidite.
eg_ns=1
eg_pp_sig_a=1.0e99

NOTE: For aficionados, the first parameter disables prey-switching (i.e. predators no longer pref-

erentially attack the most abundant prey). The second parameter increases the width of the
grazing kernel (i.e. predators can attack a range of prey across a huge size range with equal
preference).

3. The addition of zooplankton to the model community should give a more accurate approxi-
mation of the realised niche.
e Does the addition of a single zooplankton grazer enable more or less coexistence?
e What factors might be responsible for any shifts in biogeography?

Resource competition + one “switching” zooplankton

You began with a full food-web containing 8 phytoplankton and 8 zooplankton size classes. The
diversity of zooplankton clearly has an effect on the phytoplankton community that is not seen in
the previous experiment. This effect can be imitated with just one generalist zooplankton if we
instruct it to graze preferentially on the most successful prey.
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Re-enable this 'prey switching’ effect by changing the following control parametegto a

eg_ns=2
eg_pp_sig_a=1.0e99

Compare this simulation to the first experiment (8 phytoplankton and 8 zooplankton) to see how
the inclusion of prey switching increases coexistence through the ‘kill-the-winner’ mechanism.

e How does nutrient limitation change with phytoplankton size, and how might zooplankton be
affecting this?

e Look at the C:P biomass ratio in the community as a whole, and compare to your estimates
from the NPZD model (Lesson 1).

e How does the C:P ratio vary with size? How does having a diverse community affect the
coupling of carbon and limiting nutrients?

Further questions to answer

What sets the fundamental niche, and how does it change with size?
How is the fundamental niche modified by resource competition?
What species are favoured in terms of nutrient competition?
How is the outcome of competition affected by...

— Abiotic conditions?

— Increased mortality (through generalist grazing)?

— Density-dependent mortality (through specialist grazing)?
Do these experiments tell you all you need to know?
What other modifications can you think of making?

Mixotrophy

Try adding some mixotrophs to the phytoplankton and zooplankton already present in the commu-
nity. These will have exactly half the nutrient uptake traits of phytoplankton of a similar size, and
half the prey capture traits of zooplankton if a similar size. To do this:

1. Save the previouscosystem configuratidite under a new name.
2. Edit the newecosystem configuratidite and add an additional line to add a mixotroph:

Mixotroph xxx 1

wherexxx is the class size of the mixotroph. (And remember to save it.)

3. Update thaiser-configo point to the nevecosystem configuratidite, and save again under
a new name. (It is generally a good idea to make a note of the name and goal of each
experiment as you set it up.)

4. Run the new model for at least 10-20 years.
Further questions to explore/answer:

e How does this effect the mean and standard deviation of cell size?
(Size and diversity metrics will be calculated for phytoplankton and mixotrophs together)

e How does mixotrophy effect the C:P ratio of organic matter?

e How does the realised niches of mixotrophs compare to the fundamental niches of phyto-
plankton?
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Also: try replacing all the phytoplankton and zooplankton with a range of sizes of mixotrophs.
How does the simulation differ from one with the same size range of sperate phytoplankton and
zooplankton classes?

For instance — you might also try having an ecosystem comprising just a single small (e.g.
10um mixotroph (no phytoplankton and no zooplankton), and perhaps an ecosystem with one small
mixotroph 1Qum and one additional mixotroph, 10 times lager @@ Compare the productivity
of such an ocean compared to some of your previous simplified ecosystem configurations (such as
a single small 12m phytoplankton, and a configuration with a single small phytoplankton and a
single larger 10Qm grazer).
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Ecology in past oceans

Here we consider a series of exampfesf the ECOGEM model of marine ecology, applied to
published paleo configuration afuffin and used to ask questions of how different could marine
carbon cycling (and atmosphenCO,) and oxygenation have been in the (relatively recent) past
and how do model projections compare with proxy observations.

The three examples come firstly from the Last Glacial Maximum, with direct comparison being
made to post glacial time (here, the late Holocene), with the intention to explore the role of climate
cooling, altered ocean circulation, and increased iron supply to the ocean in modifying plankton
distributions and size structures. Secondly, from around the time of the Paleocene-Eocene Thermal
Maximum (PETM) some 55 Myr ago, now both considering a different paleogeography, a warmer
ocean, and then transient warming on top of that. Lastly we turn to marine ecology and carbon
cycling in the aftermath of the impact and extinction event at the end of the Cretaceous, some 66
Myr ago, and return to our earlier exploration of what happens if you lose the larger plankton in the
ocean.

18Either published or in the works or existing in some publication fantasy ...
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The Last Glacial

The Last Glacial Maximum (LGM) (ca. 19 to 23 ka) was characterized by lower sealevel and higher
ocean salinity, colder ocean temperatures, and a reorganized meridional overturning circulation in
the Atlantic. The latter 2 changes in particular should have impacted marine ecosystems and in-
deed, observations suggest range migration (temperature-tracking) and shifts in the zone of highest
productivity in the Southern Ocean, amongst other impacts. The aim of this particular investigation,
is to assess what these ecological changes are (at least in model world).

Provided is a configuration of LGM ocean circulation that has been tuned to fit observations of
benthic carbon isotopes, which provide an observational constrain on large-scale ocean circulation.
To this, you'll an ecosystem (in place of the defaBIOGEM ’induced export’ scheme). Also
provided is amuffin configuration for late Holocene ("HOL') (0-6 ka), created in exactly the same
way and also tuned to respective (0-6 ka) benthic carbon isotope data. Configuration HOL provides
a point of comparison (or control) for you to compare the ecology in a colder, LGM ocean adainst.

Theuser-configyou need to use, or copy-rename, can be found in the directory:
genie-userconfigs/MS/odalenetal. CR2019

(and you can run your experiments from héreor better, copy-edit-rename thuser-configs/ou
run experiments with, from thieABS sub-directory).

Read theeadme.ixt file for instructions for the basic set of command line parameters needed,
but remember that you may be running yaser-configwith a different name and likely from a
different sub-directory. Spin up the following experiments (and then experiment with themdater)

(1) muffin.CB.Glteiiaa.BASESFeTDTL_rb base-config

+ muffin.CB.Glteiiaa.BASESFeTDTL_rb.SPIN  user-config
(2) muffin.CB.Glteiiva.BASESFeTDTL_ro base-config

+ muffin.CB.Glteiiva.BASESFeTDTL_rb.SPIN  user-config

Submit these to the cluster ... remembering that you will need to recommpiffin between (1)
and (2) (and potentially also re-compile before running (1) if you have not used that particular
base-configmmediately prior). Run the spin-ups for 10,000 years.

Neither of these configurations currently have an ecosystem enabled, but they will provide a
baseline against which you can contrast a pair of experiment that include explicit ecology. What
you need to do know is to add in/fenall€OGEM . To do this, you need to modify botiase-and
user-configdiles of both the HOL and LGM model configuratioffs.

1. base-config- First, you need to enable tiE6ECOGEM module.
At the top of the HOLbase-confidile muffin.CB.Glteiiaa.BASESFeTDTL_Crb? you will see the
line:
ma_flag_ecogem=.FALSE.
Simply change this toTRUE.

19.e. you run pairs of HOL and LGM experiments and contrast between them, rather than necessarily comparing to
previous modern configurations.

20if you use them in this directory, make sure at the command line, you replace LABS with
MS/odalenetal.CP.2019.

2INoting that the long file-names differ only in a singlé ¥s. an’a’ ...

22strongly recommended that that you copy-rename both sets of files and edit the copies.

23And similarly for the LGM one.
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2. user-config— Next, some deletions and additions are needed irutiee-configprovided
(which only has implicit biological export enabled).
In the section of the file under the heading:

#
# --- BIOLOGICAL NEW PRODUCTION —-=--- = -m oo mommmmommmmomommoooom
#

you are going to delete everything there (in that section) and replace it with:

# biological scheme ID string

bg_par_bio_prodopt="NONE"

The only other thing you need then is a section of code that defines &iGRESEM eco-
logical parameters.

Go open filevardetal. 2018 ECOGEM.SPIN, which you can find in theser-configsub-directory
MS/wardetal.2018, and you'll see under the heading:

#

# —oo ECOGEM = - — o oo oo

#

a long list of parameter settings (down to the next section hepgfetl SAVING). Simply
copy-paste this entire section (includiRQOGEM header lines if you like), anywhere in your

user-confidile. At the very end of the file would do just firfé.
And lastly ... under:

#
# ——= MISC =m == m oo mm oo e e
#

(and the end of the section) add the following lines

# kraus-turner mixed layer scheme on (1) or off (0)

go_imld =1

This enables a 'mixed layer depth’ scheme in the ocean circulation moddt@@GEM

needs to calculate light limitation during esp. intervals of high latitude / wintertime deep
mixing.

This ... should do-it, i.e. you have added the same tuned ecosystem model as described in
Ward et al.[2018] to your LGM / HOLuser-configs

Now you are ready to run new LGM and HOL experiments, with a full ecosystem irfeach

Obvious questions to investigate include not only how ecosystems and patterns of biological
export may have differed between LGM and HOL, but also how patterns of nutrie@isandFe)
may have differed ... and also distributions of dissol@dn the ocean (and in the interior, rather
than across the ocean surface). A water mass ventilation age tracer has also been simulated and the
results of this will help in understanding how global circulation patterns differ between the 2 time
intervals.

You can also compare between with and withe@OGEM versions as the only thing that
changes between pairs of HOL or pairs of LGM experiments is the biological séheme

24Try and ensure that there is blank line at the very end of the file just inmaffen has any problems reading it in.
25Remembering that presumably both ybase-configinduser-confidgile names are different as compared to running
the nonECOGEM version described in theeadme.
26Actually, this is not true, as in thECOGEM enabled experiments, the mixed layer scheme in the coean circulation
model is also activated and which has an impact on ocean circulation. You could then create a 3rd set of HOL+LGM
experiments, using the badtOGEM implicit export biological scheme, but now also setting goe im1d parameter
to a value oft
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The PETM

In this practical we are going to look at the ocean amighthave been just over 55 million years

ago, at the Paleocene-Eocene Thermal Maximum (PETM) — in short a lot warmer, and with a
somewhat different continental configuration and hence ocean circulation. The exercise is based on
a recent 'ECOGENIE’ uffin configured to includ€COGEM) publicatiorf” which you should

read first.

We are going to make the rather strong assumption that the ecosystem is structured according to
exactly the same rules as in the modern ocean, and simply run the same ecological model configura-
tion but in a new climate and ocean environment. However, because we don't really have any good
(or any!) data constraints on the iron supply to the early Eocene ocean via e.g. dust, the ecological
configuration does not include iron as a limiting nutrient. Bear that in mind when thinking about
your results.

Theuser-configgyou need to use, or copy-edit-rename, can be found in the directory:
genie-userconfigs/MS/wilsonetal.2018

(and you can run your experiments from here, or better, copy-edit-renamedheonfigyou run
experiments with, from theass sub-directory).

Read theeadme.ixt file for instructions for the basic set of command line parameters needed,
but note that you may be runninguser-configwith a different name and likely from a different
sub-directory. You want to spin up the following experiments first (and then experiment with them
later):

(1) Modern
(3) Early Eocene CO2 and Climate

Submit these to the cluster, but remember that you will need to recompile muffin between (1) and (3)
(and re-compile before (1) if you have not been usingthse-configiuffin.CBE.worjh2.BASES
immediately prior to this). Run the spin-ups for 10,000 years.

When you have completed the pair of spin-ups, see what you can diagnose and learn about how
ecosystems and the spatial pattern of ecology and biological export differ between a colder modern
ocean and the warmer Eocene ocean.

For example, in the warmer Eocene world:

e What has happened to the mean plankton size in different regions?
What has happened to the fundamental niches in different size classes?
What has happened to the realised niches?

Is the system more or less productive?

Has carbon export gone up or down?

See what you can find out about the two systems and think about the mechanisms that might be
responsible for the differences ...

27\jilson, J.D., F.M. Monteiro, D.N. Schmidt, B.A. Ward, and A. Ridgwell, Linking marine plankton ecosystems
and climate: A new modeling approach to the warm early Eocene climate, Paleoceanography and Paleoclimatology, 33,
1439-1452, DOI: 10.1029/2018PA003374 (2018).
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Note that to be more comparable with the Eocene, this particular modern configuration also
lacks iron co-limitation. We could also try and remove the effect of the Eocene being warmer than
the modern so as to concentrate just on the effect of a different continental configuration and hence
ocean circulation. The experiment (included in tiser-configsub-directory and briefly described
in thereadme file:

(2) Late Paleocene Early Eocene Paleogeography

does exactly this, i.e. attempts to remove’ the effect of higher ocean temperatures by running an
Eocene experiment at1CO, .

Conversely, we could run modern aBCO, and then compare to the3CO, Eocene experi-
ment. This alternative comparative experiment is provided as:

(S1) Modern with 3 x CO2

and will also require a 10,000 year long spin-up ... Note that the 2 strategies, while slightly different,
are attempting the same thing (i.e. isolating the effect of paleography and ocean circulation from
coeval climate change and warming).

Finally — having run some or all of these spin-ups and contrasted the results (focussing on eco-
logical patterns and biological export, but remembering also to assess differences in ocean circula-
tion), you can investigate the impact of geologically rapid warming a-la the PETM, on the system
(esp. ecological patterns and biological export plus ocean circulation). There are two immediately
obvious possible approaches:

1. You could use a1CO; spin-up as a re-start — either or both of modern and Eocene conti-
nental configurations — and run the3CO, experiment from this.
This will give you an instantaneous warming — much faster than occurred associated with
PETM onset, and also faster even than modern anthropogenic warming. However, it does
provide a nice simple idealized perturbation to investigate and analyse.
An experiment duration of 100, or even 10 years, might be suffiéfent.
Conversely and for fun, you could also start fromx8CO;, spin-up and run ax1CO, ex-
periment, to achieve a rapid cooling. Investigate the differential ecological response to rapid
cooling vs. rapid warming.

2. Secondly, in theiser-configsyou might note near the bottom igacingthat determines the
value of atmospheriCO,:

# specify forcings
bg_par_forcing_name="pyyyyz.RpCO02_Rp13C02"
followed by a line that specifies eitherlCO, or x3CO;, e.g.
bg_par_atm_force_scale_val_3=278.0E-06

or

bg_par_atm_force_scale_val_3=834.0E-06

(followed by a line specifying the carbon isotopic composition of the atmosphere).
Similar to as you have seen before for a fossil f0€L emissiondorcing, there is a file:

biogem_force_restore_atm_pCO2_sig.dat

28Byt running for a full 10,000 years would enable you to follow not only the initial rapid warming perturbation, but
also the long-term recovery and adjustment to a new steady state.
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and which has contents as so:
-START-0OF-DATA-

0.0 1.0
999999.0 1.0
-END-OF-DATA-

Referring back to the instructions for changing fossil Q€L emissiongorcing, you should

be able to modify this (or better, copy-rename a new forcing directory and edit thedfile
gem_force_restore_atm_pCO2_sig.dat in that) to create a prescribed time-dependent change

in atmospheri€O..

Note that in the format obiogem_force_restore_atm_pCO2_sig.dat, the values in the sec-

ond column scale the value of the parameéjigrpar_atm_force_scale_val_3 in theuser-

config Hence, inbiogem_force_restore_atm_pCO2_sig.dat, setting a value o£.0 in place

of 1.0, will double the appliedCO, forcing. Exactly as per in the fossil fu€lO, emissions
exercises, pulses, ramps, etc etc can be constructed to control the rate and shape of the applied
change in atmosphen€O,.

Either way — assess the important and impact of the ra@pfrise and hence warming. (Equally,
you might explore rapid cooling and how that fundamentally differs in impact from warming.)
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The Oceans, Post end Cretaceous Impact
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Ecology in fake oceans

We can also consider the question of the causes and consequences of different ecologies in the
ocean in a more general way and return to our hypothetical or 'fake’ oceans.

For any of your 'fake’ worlds’ that you generated earlier, you can add carbon and nutrient
cycling (if that was not already included), plus a marine ecology. To do this, you first need to create
a newbase-confighat includes all the carbon cycling and nutrients neede&®GPGEM (and
BIOGEM ), then you need to create/configure a suitalgder-config

1. base-config- First, you need to enable tEECOGEM module.
At the top of the youbase-confidile, change th&€COGEM 'flag’ to true:

ma_flag_ecogem=.TRUE.

Next, it is likely that you did not add any biogeochemical tracers when you created your fake
world, and thébase-configsection:

FE skokok ok ok ok ok sk sk ok ok ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok sk sk ok ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok sk sk sk ok ok ok ok ok ok ok ok sk ok

# TRACER CONFIGURATION
- skokokokskokskeok sk ok sk ok sk ok ok ok ok ok ok K ok K ok K ok ok ok ok ok ok ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk kot ok stk kol kokokokok skok skokskok

will probably look like:

# the total number of tracers includes T and S

# T and S do not need to be explicitly selected and initialized

#wstokokstokokokoskok ok skokokokskok skskokok sk ksl sk ok sk skl ok sk ke sk ok stk ksl sk ok sk sk ok sk sk sk sk ok sk ok e ksk
# Set number of tracers
GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2"

# list selected biogeochemical tracers

# <<< >>>
# list biogeochemical tracer initial values
# << >>>

Go find thebase-confidile muffin.CBE.p0055¢.BASES in the configs sub-directory ofgenie-
main. Copy all of the section headed

Hkokokok ok ok ko ok ok ok K K ok ok ok K K o ok ok ok 3 K o ok ok K 3 K ok ok ok K 3 K oK oK oK K K oK ok ok K K ok ok ok K K ok ok ok kK ok ok K K K
# TRACER CONFIGURATION
Hskokokok ok ok ok o ok ok ok ok K o ok ok ok ok ok ok ok sk ok 3k ok ok oK K 3 3k ok ok oK K 3 3k ok ok K K 3 ok ok ok sk sk ok ok ok ok sk s ok ok ok ok ok ok ok ok ok K ok

into yourbase-configreplacing the original contents with only 2 tracers selected.

2. user-config- Next, you need to define some biogeochemical cycling PLUS and ecosystem.
Go find theuser-confidile: wilsonetal.p0055¢.8P8Z.pal.3x in genie-userconfigs sub-directory
MS/wilsonetal.2018.

Easiest, is to simply re-use (copy-rename)uber-confidile: wilsonetal.p0055¢.8P8Z.pal.3x.
The only parameters you might want to adfdsbther than a different ecological structure
(andeg_par_ecogem_plankton_file), is atmospheri€O,, which is set tox3CO, by:

bg_par_forcing_name="pyyyyz.RpCO2_Rp13C02"
bg_par_atm_force_scale_val_3=834.0E-06
bg_par_atm_force_scale_val_4=-4.9

(and atmospherié13C to —4.9).
Strictly, the scaling for the air-sea gas exchange coefficient, for a fake world, should be:

# re-scale gas transfer coefficient ...
bg_par_gastransfer_a=0.722

(changing the value fror.5196 t0 0.722).

29Note that ocean alkalinity is also set for an Eocene world.
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Those changes — enabliBEtOGEM and adding ocean (and atmosphere) tracers tolyase-
config and then taking a pald@COGEM user-configas a template to work from, should get you
going with an ecology in your fake world.

If you also want to diagnose ocean circulation better and add a ventilation tracer, then in the
base-configincrease the number of selected tracers by 2 (utrd&st number of tracers)and
add the following 2 lines to the list of selected tracers:

gm_ocn_select_48=.true. # r
gm_ocn_select_49=.true. # b

and ... in theuser-configadd (anywhere, but e,g, in tN@SC parameter section):

# add ventillation tracers
bg_ctrl_force_ocn_age=.true.
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README

You will need to download a neve-startfile. To fetch this — change to thgyenie_output directory,
and type:

$ wget http://www.seao2.info/cgenie/labs/Yale.2016/EXAMPLE.\ _rwlma.P04\_S18x18.SPIN2.tar.gz
Extract the contents of this archive by typing:
$ tar xfzv EXAMPLE.\_rwlma.P04\_S18x18.SPIN2.tar.gz

You'll then need to change directory backgenie-main directory in order to rumuffin.
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Figure 11.1: Schematic SEDGEM sediment component.

The long tail of CO, (and other tales from the sediments)

This chapter introduces the marine sediment model component in mB#EDGSEM (SEDiment
GEochemistry Model) pluROKGEM , the terrestrial weathering module. The model experiments
now include, a representation of deep-sea sediments and interaction between the preservation and
burial of CaCQ; and ocean chemistry, plus balance between weathering and sedimentary burial.
For an over-view of the sediment model and what time-scales and nature of carbon cycle interaction
between ocean and sediment you can expect, reatfjwell and Zeebf005] andRidgwell and
Hargreaveqd2007]. ROKGEM is described irColbourn et al.[2013].

Take the new model for a test drive by running on from the providestartexperiment:
EXAMPLE._rwima.PO4_S18x18.SPIN2.tar.gz. This is a steady-state climate+carbon cycle experiment
that includes the deposition €aCQ; in deep-sea sediments and the balance between weathering
(solute input to the ocean) and burial (output). Try running (briefly’, but 100 years would not be
too tedious for this faster configuration!):

$ ./runmuffin.sh cgenie.eb_go_gs_ac_bg_sg_rg_gl._rwlma.BASES
LABS LAB_11.EXAMPLE 100 EXAMPLE._rwlma.P04_S18x18.SPIN2

Note that thebase-confidile cgenie.eb_go_gs_ac_bg_sg_rg_gl._rwima.BASE specifies the use of
a sediment model — thed’ in the filename. Also note that we are running at a degraded 18
18 resolution, requiring fewer (twice as few) time-steps per year — helpful in being able to run
muffin on geological time-scales but within a reasonable about of real time. (The configuration
also utilizes a conceptual/idealized continental configuration somewhat similar to as in the snowball
Earth experiments.)

The user-config.AB_11.EXAMPLE is set up with the global carbon cycle configured as 'open’
— that is to say, that there is an input of carbon (and alkalinity) to the ocean from weathering, and
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a loss due to preservation and burialCdCO; in deep-sea sediments. Depending on the state of
ocean chemistry (and biology) and weathering, these two fluxes (input vs. output) do not have to
balance, and hence ocean carbonate chemistry (and in turn, atmogpBé€xiccan evolve with

time. Thespin-upmay not necessarily have the two fluxes perfectly balanced and hence before you
run any experiments you might want to confirm whether the spin-up provided really is adequately
'spun-up™.

Note that a residual drift can be dealt with if it is relatively small and near linear and you
havea control experiment, because any experiment you carry out will likely also incorporate (or
be biased) by the same residual drift. Running a control gives you something to directly contrast
your experiment with and calculating the difference (e.qg., a difference map or simple subtraction of
global numbers) will give you the effect of whatever parameters you changed in the experiment but
corrected for any drift. In previous exercises, we were a little lazy, and difference maps were often
created with respect to year 1 of an experiment — strictly, they should have been created relative to
the same year of a parallel control experiment, i.e., results at year 100 should have been contrasted
with the year 100 results of the control.

1j.e. you might plot some of the variables from the results ofsgpie-upexperiment as a function of time and judge
whether they are sufficiently converged or not.
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Sediment model output

There is a whole new set of additional outputs from this configuratiomuwffin, particularly
sediment-specific output from tt8®EDGEM module which is saved in thedgem sub-directory
of the main experiments results directory. Data saving differs lBd&@GEM in that the compo-
sition of the sediments (and other diagnostics such as rain and dissolution fluxes) issigved
the \ery end of a model experiment (hence unlB®GEM , which saves a series of time-slices
throughout the course of a model experiment). So if you kill a run before the very end (or the run
crashes), you will get no (or littteSEDGEM output.

2D (e.g. surface sediment properties, fluxes, etc.) results can be foundsidthen sub-
directory of your experiment directory in a netCDF file calfietds_sedgem_2d.nc. (Note that there
is some duplication of results saving, because a seriémefslicesof sediment composition are
also saved in the 2BIOGEM netCDF filefields_biogem_2d.nc. BIOGEM also saves a selection
of time-seriesof sediment properties +es files startingbiogem_series_sed. For example, the
time-seriedile: biogem_series_sed_CaCO3.res contains information about how the meaaCQ;3
content of surface sediments evolves with time.

The 2D distribution ofnt%CaCQ; — which is the weight fraction of calcium carbonaBaCQ;)
in the surface sediments of the deep ocean (i.e., how much plankton carbonate shell material is there
compared to other stuff in the mud at the bottom of the ocean) is saved under a variable called:
sed_CaCO3. How much carbonate material there is tells you both something about how many
carbonate shell secreting plankton were living at the ocean surface above and what is the chemistry
of the deep ocean like that these tiny shells were preserved and did not dissolv

The model also generates artificial sediment ‘cores’ (e.g.Riggwell[2007]) and hence what one
might expect to see of your applied perturbations recorded in a sediment core recovered from the
ocean floor. In the(SEDGEM results sub-directory, there is a netCDF file which contains all the
locations selected (if any) -sedcore.nc. These are not really aligned with latitude as Banoply

display might suggest — the locations are in fact distributed from all over the oPaao(ly is

being fooled in order to display them together). In 8#DGEM 2D netCDF file, these locations

are marked in the netCDF varialded_mask_sedcore. The locations of these cores are stored in a

a file containing a little ASCII ‘map’ of the ocean.

¢ If you are using a 'paleo’ configuration aofiuffin, indicated by a parameter section in the
base-confidile headed by something looking like:
- okok ok ok ok ok ok 3k ok ok 3k ok ok 3k 5k ok 3k 5k ok 3k ok ok 3k 5k ok 3k 3k ok 3k ok >k ok 3k ok 3k 3k ok 3k 5k ok ok 3k ok ok 3k ok ok 3k 3k ok 3k >k ok 3k >k >k 3k >k >k 3k >k %k 3k >k %k %k k

GRID & BOUNDARY CONDITION CONFIGURATION
s ok 3K K K K ok ok oK K K o ok ok ok K K o ok ok ok K ok ok ok oK K ok ok ok K K 3 3k oK oK K K 3 ok ok ok K K 3 ok ok ok Kk 3 ok ok ok Kk sk ok ok ok Kk ok ok oK

insert the automatically generated muffingen parameter list here
stk ke ok sk s ok s e ok sk sk ke sk sk s sk s ke sk sk sk sk s ke ksl sk ke sk sk s ok sk s ke sk sk e ke sk sk e ok sk s sk s e ok sk s sk sk ke ok sk sk ek ok

A A A
### cGENIE .config file parameter lines generated by muffingen v0.84 on: 191119 ###
then there will be a parameter line that direct muffin to lookS&DGEM configuration files
in the respectivgenie-paleo directory, e.g.:

sg_par_pindir_name=’../../cgenie.muffin/genie-paleo/fkh_pp03/’

H B H

e Otherwise, the file lives incgenie.muffin/genie-sedgem/data/input

The filename is given by the parameteg;_par_sedcore_save_mask_name
Simply be editing (using the ASCII text editor) a ‘0.0’ to a ‘1.0’, you can get the model to generate
and save a sediment ‘core’ at that particulg) (ocation.
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sedcore.nc variables include:

phys_layer — sediment layer number (counting down).

e phys_depth -— (cumulative) depth below surface, measured from the sediment surface to the

mid-point of each sediment layer (cm).

e th (cm) —thickness of each sediment layer (cm).

age_CaCO03 —the mean age @aCG; particles in a sediment layer.
Note that this will not be defined if there is @aCG; preserved.
. then some alternative ways of assigning a chronology to a sediment core ... (ignore) ...

e phys_porosity — sediment layer density (as if you cared!).

sed_POC andsed_POC_13C — mean organic matter content of each sediment layer and its
613C. But note: in this configuration no organic matter is preserved (hence all zeros for
POC).

sed_CaCO3 andsed_CaC03_13C — mearCaCQ; content (wt%) of each sediment layer and

its 613C.

sed_det andsed_ash — the wt% detrital and ‘ash’ contents of a layer (ash is used as a con-
servative numerical sediment tracer in order to mark the depth of the start of the experiment).

Obviously — you could plot e.gCaCG; (or its 623C) as a function of depth and/or age across
and see how your carbon release experiment might be recorded in the marine geological record (e.g.
how does this compare with observations across the PETM?).

Note that the sediment cores reflect not only the material which has accumulated (or not, if it
has dissolved ...) during the course of your experiment, but also the material that accumulated
during the 50,000 year spin-up. AND, whatever material the sediment core was initialized with
to start with. For example, the large interval of initially 100% detrital material at the base of the
sediment core simply reflects the initialization of the sediment array in the model. Also note the
ash ‘peak’ near the bottom of the stack (filled) sediment layers — this is a tracer to ‘tag’ the start of
the model spin-up. If you look at the spin-up results (not your recent perturbation experiment) — the
ash peak lies in a sediment layer with age 50,000 years. But why is there any ash deeper than the
age corresponding to the start of the spin-up? How can it get there?
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Quantifying how long is the long tail of CO,

You are now considering a rather more complex carbon cycle than before (e.g. now including a
number of additional, mostly sediments/weathering processes). It is hence worth conducting some
number of idealized perturbations of the global carbon cycle to get a feel for the sensitivity and
time-scale of the system response.

For instance — one illustrative experiment, and which has a parallel to experiments you have
conducted previously, is to add a pulS&, release to the atmosphere and track the consequences
for atmospheric @O, and ocean chemistry (particularly ‘alkalinity’), and now also e.g. deep sea
sediments. To theAB_11.EXAMPLE user-configadd the lines:

bg_par_forcing_name=’pyyyyz.FpC02_Fp13C02’
bg_par_atm_force_scale_val_3=8.3333e+016
bg_par_atm_force_scale_val_4=-27.0

in order to achieve a 1000 PgC total release in a single year (or multiply by 5 to be comparable-
ish to the 5000 PgC release Ridgwell and Hargreave2007]) with an isotopic composition of
—27%.— appropriate for a fossil fuel carbon source. For reference — methane derived carbon (e.g.
as from hydrates) would be more like60%.

BE CAREFUL - if you have previously edited files of tf@cing pyyyyz.FpCO2_Fp13CO2 ,
you are going to need to return whatever you have edited back to its original state. Or, carry out the
following procedure:

1. Fromgenie-main, $ make cleanall

2. Then head up a directory leveld . .) to cgenie.muffin

3. Type:$ git status -uno
You should see a list of all files that you originally installed (cloned from GitHub) that you
have changed. e.g. you might see:

modified: genie-forcings/pyyyyz.FpC02_Fp13C02/biogem_force_flux_atm_pC02_sig.dat

(Note that file you create are not listed. TO see those, typgit status)
4. To restore the state of any file that you might have edged, checkout that file out, e.g.:

$ git checkout genie-forcings/pyyyyz.FpC02_Fp13C02/biogem_force_flux_atm_pC02_sig.dat

Run the model for as long as you dare (or can be bothered) — 1,000 or 2,000 years might be
just enough as a minimum to start to see impacts on deep-sea sediments, but 5,000 or 10,000 years
would be much better. (You can always submit this to the cluster queue and get on with something
else.) FYI: 10,000 years is going to take something like an hour ... if you are lucky ...

Plot the time-series of e.g. atmosphepicO, and compare to the (much shorter experiments)
you have carried out before with a simple ocean+atmosphere only system. Compare how quickly
atmospheriqpCO, decays compared to previoustyffin publicationg (e.g. Ridgwell and Harg-
reaveg2007]) or other models (e.gArcher et al.[2009]) and how the sediments respond (e.g. the
time-series of sedime@aCO; content).

2see: http://www.seao2.info/pubs.html
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To properly (quantitatively) appreciate the role of ocean-sediment interaction (and weathering) and
controlling atmospheripCQO,, you need to contrast these experiments with as similar a model
configuration as possible — for instance, one that is identical excepting having no sediments (or
weathering). You can achieve this quite simply: create (/copy-rename) asevconfigoased on
LAB_x.sediments and edit the lines

# set an ’OPEN’ system
bg_ctrl_force_sed_closedsystem=.false.

changing it to:

# set a ’CLOSED’ system
bg_ctrl_force_sed_closedsystem=.true.

What this does is to force the model to always maintain an exact balance between the preserva-
tion and burial in marine sediments©@aCQ;, with the supply of solutes derived from the weather-
ing of CaCQ; on land. Because no excess or deficit of weathering vs. sedimentation is allowed to
occur, no changes in ocean chemistry (other than by air-sea gas exchange) occur. This configuration
hence acts (geochemically and dynamically) exactly the same way as a configuration without any
sediments or weathering being present (and as used previously).

By comparing the two experiments: can you deduce the effect of the sediments in modulating
(accelerating or decelerating) atmosph@@0; decline? Also view the sediment distribution (of
CaCGQ;): what are the impacts on sediment composition in the case of an experiment configured
with an ‘open’ system (vs. a 'closed’ system)? Here, the time-series file of mean global sediment
composition biogem_series_sed CaCO3.res (wt% CaCO3) may help illustrate what is going on
here. Note that the way the ‘closed’ system is constructed; a response of the sediments is predicted
and saved in the output, even though it is not allowed to affect chemistry or atmospBexic p

To recap — you are aiming to runGO, emissions experiment usingrauffin configuration
including variable weathering and sedimentatiofB(11.EXAMPLE ) with a version/copy that you
have edited to create a 'closed’ ocean-atmosphere system, with no ocean-sediment or weather feed-
backs on atmosphen€Os,. Ideally, you would also run a pair of control experiments — both 'open’
and 'closed’ configurations but with @O, emissions specified. (A total of 4 experiments.)

3You do not have to edit the comment line (#) but it will help you remember what you have done.
4e.g. you could compare tHeCO, time-series of the 2 different experiments.
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Important is to critically and quantitatively assess to what degre#in provides an adequate rep-
resentation of the interaction between ocean chemistry and sediment composition (e.g., in CaCO3
buffering of CO, release and 'carbonate compensation’). Key to this, is contrasting model out-
put against observational-based data. Such an approach is preseRiddwvell and Hargreaves
[2007].

The requirease-anduser-confidiles are provided as part of tmauffin code release:

e cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE — thebase-confidile, includingSEDGEM and
ROKGEM modules.

e EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPINT — the user-configfor the 1st stage
(20 kyr long) spin-updescribed inRidgwell and Hargreavef2007]. This file lives in the
genie-userconfigs sub-directory.

EXAMPLE.worbe2.RidgwellHargreaves1997_536x36.SPIN2 is the 2nd-stage, 50 kwpin-upthat
usesEXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1 as are-start

e.g. you would run the 2 experiments:

./runmuffin.sh cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE /
EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1 20000

./runmuffin.sh cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE /
EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN2 50000
EXAMPLE.worbe2.RidgwellHargreaves1997_S36x36.SPIN1

Does it get the broad patterns right (is it more right than wrong, or more wrong than right)? Do
you think the model-data misfits might be important?
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The marine geology of fake worlds

You can configure any of your previous fake worlds, or generate new ones, to have a full geologic
carbon cycle including deposition 6aCG; in marine sediments and weathering on land.

In order to generate the requisB&DGEM configuration files, you need the following settings
in your muffingen configuration file:

e opt_makeseds=true; —requests tha&8EDGEM files are generated.

e par_sedsopt=2; — requests that a randomized bathymetry is generated. This is needed be-
cause fake worlds have by default, a flat bathymetry.
Instead, if you 'draw’ a non-uniform bathymetry, you would set:
par_sedsopt=0; — requests that the ocean depth levels ('k1’ file’) are used to inform the
ocean floor depth assumed 8£DGEM.
(Option1 is most commonly used in conjunction with a GCM-derived continental configura-
tion.)

So, if you define continents in your fake world, but do not change the bathymetryfiingen,
par_sedsopt option 2 will give you a randomized distribution of sediment depths (used in the
CaCG; solubility pressure calculation only). Selecting optiowill simply translate your chosen
muffingen ocean depths int8EDGEM depths. Note that you can still have a flat bottom to the
ocean (no variation in ocean floor depth) and choose ojption

If you define a specific bathymetry by hand (e.g. draw in ocean ridges), you probably do not
want it over-written (by a randor8EDGEM depth pattern) and hence you should chose oftion

For speed, it is recommended that you generate yauffingen muffin configurations at the
lowest reasonable resolution — %88 x 8 would be suitable — 18 18 resolution in lon vs. lat, and
8 levels in the ocean. (You could try pushing this a little further and more extreme, exd.2028.)

Note that when you create yobase-configyou should use the template:

CONFIG_template_08IvI_R0O7.config

(for the 8-level ocean, rather thaIONFIG_template_16lvI_R07.config which is designed for 16-

ocean level configurations).

Once you have copy-pasted the configuration outpaiwfingen into the templatéase-config
file (and suitably renamed it), you need to enable the geologic carbon cycle mo8EHBSEM
andROCKGEM ). At the top of thebase-confidile, ensure that the following are set:

ma_flag_sedgem=.TRUE.
ma_flag_rokgem=.TRUE.

And then, further down and under the heading:

# TRACER CONFIGURATION

you need to define how many 'tracers’ in the ocean, what they are, and any initial values that differ
from modern defaults. Plus, whatever atmospheric and sediment tracers you want (plus default

values in the atmosphere). Simplest at this point is to copy-paste from an ekiaiagconfigsuch
as:

cgenie.eb_go_gs_ac_bg_sg_rg.worbe2.BASE
(which is thebase-configused inRidgwell and Hargreave007]).
As for a suitablaiser-config..
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... you could take thaser-configrom Colbourn et al.[2013] (itself a modification of Ridgwell
and Hargreaves [2007]) — available as part ofrthdfin code release, as file:

EXAMPLE.worbe2.Colbournetal2013.CTRL (genie-userconfigs sub-directory)

Then generalize this according to the paleo sediment configuration ugsgdgwell and Schmidt
[2010] (file: EXAMPLE.p0055¢.RidgwellSchmidt2010.SPIN1T in the genie-userconfigs sub-directory)

(i.e. makingCaCG;/POC export invariant, adding a fixed detrital flux ot the sediments). Cutting
the lines down to the bare minimum (excepting comments pertaining to new/altered lines), a suitable
user-confighen looks like:

# ——— CLIMATE = - - - oo oo mmm oo

# enable C02 climate feedback

ea_36=y

# --- BIOLOGICAL NEW PRODUCTION ------mm e e e

bg_par_bio_k0_P04=1.9582242E-06
bg_par_bio_c0_P04=2.1989611E-07

# --- ORGANIC MATTER EXPORT RATIOS -----------—mmmmmmmmmm o
bg_par_bio_red_DOMfrac=0.66
# --- INORGANIC MATTER EXPORT RATIOS -----------ommmmmmmmmmmmm oo

# set fixed export CaCO3 as a proportion of particulate organic matter
bg_par_bio_red_P0C_CaC03=0.200

bg_par_bio_red_P0C_CaC03_pP=0.0

# --- REMINERALIZATION ---------mmmmmmm oo
bg_par_bio_remin_DOMlifetime=0.5
bg_par_bio_remin_POC_frac2=6.4591110E-02
bg_par_bio_remin_POC_eL1=550.5195
bg_par_bio_remin_P0OC_eL2=1000000.0
bg_par_bio_remin_CaC03_frac2=0.468
bg_par_bio_remin_CaC03_eL1=1083.486
bg_par_bio_remin_CaC03_eL2=1000000.0

# —-- SEDIMENTS ------—mm oo oo oo
# sediment diagenesis options
sg_par_sed_diagen_CaC03opt="ridgwell2001lookup"
sg_ctrl_sed_bioturb=.true.

sg_ctrl_sed_bioturb_Archer=.false.

sg_par_n_sed_mix=20

sg_par_sed_mix_k_sur_max=0.15

sg_par_sed_mix_k_sur_min=0.15

# additional detrital flux (g cm-2 kyr-1)

sg_par_sed_fdet=0.180

# --- WEATHERING -------coomcmmm oo
# set a ’0OPEN’ system

bg_ctrl_force_sed_closedsystem=.false.

# set CaCO3_weathering-temperature feedback
rg_opt_weather_T_Ca=.TRUE.

# set CaSiO3_weathering-temperature feedback
rg_opt_weather_T_Si=.TRUE.

# weathering reference mean global land surface temperature (C)
rg_par_ref_T0=8.48

#C02 outgassing rate (mol C yr-1)

rg_par_outgas_C02=5.59E+12

# global silicate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaSi03=5.59E+12

# global carbonate weathering rate (mol Ca2+ yr-1)
rg_par_weather_CaC03=5.59E+12

# d13C

rg_par_outgas_C02_d13C=-6.0

rg_par_weather_CaC03_d13C=12.8

# --- DATA SAVING ------c--mmmmmm e oo
bg_par_data_save_level=4

bg_ctrl_debug_lvl0=.true.

ma_debug_loop=1

# - END ---mm oo -
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Here, the reference temperature for weathering is set for a modern-like continental configura-
tion:

# weathering reference mean global land surface temperature (C)
rg_par_ref_T0=8.48

If left un-changed, then the negative silicate weathering feedback will operate on atmogibgeric

— letting it accumulate, or removing it, until the reference temperature is achieved. If instead, you
want to achieve a specific atmosph&@i®, at steady state, you need to know the relevant mean
global land surface temperature. To determine this — firstmufiin with a prescribed atmospheric
CO, value, e.g. by adding:

# —-— FORCINGS —---mmmmmmmmmm oo
# specify forcings

bg_par_forcing_name="pyyyyz.RpCO2_Rp13C02"
bg_par_atm_force_scale_val_3=278.0E-06
bg_par_atm_force_scale_val_4=-6.5

(or some other value @@0O,) to youruser-config Running the model for about 1000 years should

be more than enough to achieve a near steady-state of surface climate, allowing to read off the
mean global surface air temperature over land (BIOGEMdidgiem_series_misc_SLT.res), and set

the reference temperature to this value. You can then run an experiment without a prescribed atmo-
sphericCO;, forcing, now knowing that the silicate weathering feedback will always act to restore
atmospheri€€ O, back to that alue.

Despite the low grid resolution, this is still going to take a | o n g time for particularly much to
happen and you could probably do with some (numerical) 'help’. You can accelerate the run-time
of muffin in calculating the balance between weathering and sedimentatiohpadiat al. [2015].

To do this, you need to add a new section of parameter choices tséneonfidile:

# --- GEOCHEM ACCELERATION -----------------——— - —————
gl_ctrl_update_pC02=.true.

ma_gem_notyr_min=10

ma_gem_notyr_max=10

ma_gem_yr_min=90

ma_gem_yr_max=90

ma_gem_dyr=0

ma_gem_adapt_auto=.false.

Here, this specifies that you would like to spend only 10 years of full updating of the model for
each 90 years spent in an accelerated calculation which treats the entire ocean as if it were a single
geochemical reservoir (seéord et al. [2015]) — an almost 10 : 1 acceleration and reduction in
experiment run-time. (But note that the ocean circulation and ocean carbon and nutrient cycles will
appear to be taking longer to come to equilibrium because they are only being fully updated 10
years in every 100.

Note that this acceleration is good for spin-ups and determining equilibrium weathering-sedimentation
states, but not so useful for transi€®, changes (see ibhord et al.[2015] for how a less acceler-
ation and adaptive setup had to be used). Similarly, acceleration is not so useful for varying orbits
experiments.
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A couple of different possible experimental investigations foltow.

1. Firstly, you could simply test what happens if there is no sediment surface depth variability as
compared to a configuration with depth (pressure) variability in sediment surface depth (and
one that follows a modern-like distribution of depth vs. area). The science question would
be something like — how important is a distribution of ocean depths to setting the steady state
alkalinity (or saturation) of the ocean? Or: in having an appreciable amount of shallower
sea-floor wher€aCQG; will be preserved and buried much more readily — how much less sat-
urated must the ocean as a whole become in order to balance weathering and sedimentation?
F or this, you'll need 2nuffingen configurations, each with the same continental configura-
tion, but one generated with random sediment depths, and one with a uniform depth.
Simplest, but more tedious, is to ramuffingen twice, with your configuration settings files
differing only in the value obar_sedsopt. However, faster is to generate one configura-
tion using the configuration templafAMPLE_BLANK.m, and then generate a 2nd one, us-
ing the k1’ file generated by the firshuffingen muffin generation. An example of creat-
ing amuffin configuration from a 'k1’ file iS:EXAMPLE_K1_permian.m. Basically, the only
thing that changes between the first and secanffingen muffin generation, in addition to
par_sedsopt, is the value opar_gcm, which changes from (empty) inEXAMPLE_BLANK.m,
to ’k1’ in EXAMPLE_K1_permion.m.

2. As a variant on the above — you might 'draw’ a large and relatively shallow (e.g. 1 or 2 km
depth) sea-floor plateau, run the model, and determine how much this has influenced ocean
chemistry, at steady state (remembering to fun an experiment with no sea-floor plateau in a
second experiment as a control).

3. How important is continental configuration and the position of the continents in controlling
atmospheri€O;, via weathering?
You might, for instance, create 2 different continental configurationslfiingen, both with
the same cratonic (land surface) area, and explore whether you achieve a different steady
state atmosphericO, depending on whether the continent is at the pole, or centered on the
equator. Remember that the parameterized silicate weathering feedback acts to restore global
mean surface air temperature over land, to the reference ¥aoe might then guess the sign
of the change in atmosphe@O, given that the weathering will act to restore the polar and
equatorial continental temperatures to the same value and it does that by causing atmospheric
CO, to change. (But perhaps the magnitude of the effect will be unexpected, which is why
you need a model.)

SNote that in using the givamser-configsettings, steady state is only reach after several 100 kyr (which is going to take
a while, even at low resolution and with acceleration). Regardless of your assumptions regarding sea-floor bathymetry,
you should find that atmosphe@O, always reaches the same value.

6Note that the simple weathering parameterizatiominffin does not care how much land there is, only what the
mean surface air temperature over that land is.
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Further ideas

You might further explore the role of weathering and sensitivity the sensitivity of atmospitets

and climate to the strength of the weathering feedback as well as to the assumed rate of volcanic
CO; outgassing, as well as how the products of weathering on land are accommodated through the
burial (and pattern of burial) d€aCQ; in deep-sea sediments. Parameters of ‘interest’ here, i.e.
ones that you might adjust to explore the silicate weathering feedback and long-term controls on
atmospheripCO,, are listed unde# -- WEATHERING --) in theuser-configand include:

e rg_par_outgas_C02 -— the globalCO, outgassing rate in units ofiolyr 1.
e rg_par_ref_TO -— the reference land surface temperature for weathering (urfi)of

In muffin, global weathering rates will increase or decrease depending on whether the mean
global surface temperature (which is reported and sav8IQGEM time-seriesoutput file: bio-
gem_series_misc_SLTres). So, if you increase the reference temperature, weathering rates will drop
andCO, will accumulate in the atmosphere until the Earth was warmed sufficient that the mean
global land surface temperature again matches the reference temperatureicé@mdrsafor the
case of reducing the reference temperature. Maybe try a pair of experiments (plus a control in which
you do not adjust the reference temperature) in which you adjust the vatge@fr_ref_TO both
up and down, to confirm this.

Conversely, increasing or decreasing the rat€©$ outgassing should also act to increase or
decrease, respectively, global temperatures (at steady state). Another pair of experiments (plus a
3rd, control) would be to try increasing and decreasing the valug gfar _outgas_C02.

Another pair of important controls on the preservation and buri@a€C; in marine sediments
(but not one that ultimately at steady state, aff€® and climate), are the fluxes 6aCQ; and
organic carbon (POC) to the sediment surface.

All other things being equal — increasing the exporCaiCO; and hence flux to the sediment
surface requires that fraction 6faCQ; that dissolves increases at steady state. In other words —
instantaneously increasing the flux to the sedimen@agQ; will increase burial relative to the
weathering flux. The excess sink@&CQ; will act to lower DIC and ALK (andCa®"), lowering the
carbonate saturation state of the ocean, and reducing the preservai@a@@f. This will continue
up to the point where the preservation and buriaCa€G; once again balances weathering.

An interesting question is what happens to atmosph@@g. Ultimately it must return to its
initial value due to the silicate weathering feedback. However, this occurs on a long (ca. 200 kyr)
time-scale, whereas an imbalance betw€afQ; weathering and burial can act to change ocean
chemistry on much shorter (1-10 kyr) time-scales. To explore this, you can adjust the parameter
that sets the ratio o€aCGQ; to POC export — having the effect of changing taCQ; flux to
the sediments whilst keeping everything else (almost) in the ocean carbon cycle invariant. The
parameter is:

bg_par_bio_red_P0OC_CaC03=0.200

Adjusting this value higher will increase the global exporCaiCO; from the surface ocean.

It is much more difficult to adjust the POC flux independenCafCG; (i.e. keeping the global
CaCG; flux invariant) because of the way muffin parameterizes biolo@e&lO; export as a func-
tion of POC export. Without perturbing the ocea@®, and hence productivity and carbon cycling
too much, you can shift slightly more or less POC to a form that is assumed to reach the sedi-
ment surface without degradation — i.e. increasing this fraction results in a higher proportion of
exported POC reaching the sediment surface, and reducing the fraction decreases the POC flux to
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the sediments and hence organic matter available to help@&@&; dissolution. This parameter
is:

bg_par_bio_remin_POC_frac2=6.4591110E-02

Here, by default, just 0.065, or.®% of organic matter exported from the surface ocean always
reaches the sediment surface unaltered. (In addition, and particularly at shallowed ocean floor
depths, some of the other 836 can also reach the sediment surface. Sdgwell et al.[2007].)

You might ... investigate other facets of the nature of the relationship between ocean and sediments
(and weathering) as how climatic (biogeochemical) signals are encoded in the marine geological
record. For instance, you could explore the effect/importance of sediment ‘bioturbation’ (e.g. see
Ridgwell[2007]). Whether the surface sediment layers are bioturbation or not is set by the param-
eter:

sg_ctrl_sed_bioturb=.true.

Simply change tafalse. in order to ‘turn off’ bioturbation. What happens if you then rué @
release experiment? How is the sediment sign&iht?

Rather than driving an initial dissolution 6faCQ; in deep sea sediments, the opposite response —
increased rather than decrea§&afCG; preservation — can be obtained by remov@1g, from the
atmosphere. This can be implemented by a negative rather than positive emissions scaling in the
user-config(of in the forcing itself). BE CAREFUL here, as for a pre-industrial atmosphere with
278 ppmCO,, you do not have a lot more than600PgCin there (the atmosphere) to begin with.

So either: remove less than @8gC, or remove the carbon over rather little longer than 1 year.

Again — view the time-series of ocean composition (e.g. DIC, ABKSC) as a function of
time, plus mean sediment surface compositt¥4CaCQ;). Also view the sediment ‘cores’ and
hence what in practice has been incorporated into accumulating sediments as a record of what is a
very sharp perturbation at the ocean surface (and atmosphere).

How is an event characterized BYO, removal from the system recorded differently from one
characterized b€ O, release? Are there different implications for constructing core age-scales and
chronology, e.g. where in (core) ‘time’ does the excursion maximum appear to lie? Do all sediment
locations show identical responses (i.e. does it matter what the int8&CaCQ; is?).
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README
How low can you go?
Global weathering rate.
Iron fertilization.
Remineralization depth.
Macro nutrient inventory and uptake.
CaCO0O3:POC rain ratio.
Sea-ice extent.
Atlantic circulation.
Global ocean circulation / “brine rejec-
tion’.
Salinity
Terrestrial carbon storage

Stuff to keep in mind:

"There are known knowns.

These are things we know that we know.

There are known unknowns.

That is to say, there are things that we know we don't know.
But there are also unknown unknowns.

There are things we don't know we don’t knbw.

Donald Rumsfeld, former US Secretary of Defense
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How low can you go?

Your task is to explain low glacial atmospheric CO2.

It is up to you whether you aim for 190 ppm, or want to retain as much consistency with other
(paleoceanographic) constraints as possible.

In addition to the control and spin-up user-configs, you have been provided with: expl12_glacial
which can be used as a template user-config file for you to base (if you want!) your glacial CO2
investigations on (at leastitially).

Before embarking upon some glacial experiments (below) — other model outputs/fields you
might also keep in mind and for which some data/observational constraints on your glacial CO2
'solution’ may be available (e.g. see Kohfeld and Ridgwell [2009]), include:

e The 2D fields_biogem_2d.nc field: phys_seaice ('sea-ice cover’), for which some glacial

sea-ice limit information exists. (CLIMAP)

e The 2D fields_biogem_2d.nc field: ocn_sur_temp ('surface-water temp’) (or view the surface
ocean layer in the 3D file), for which 2 (one older, one newer) comprehensive datasets exists —
it would be reasonable to question whether you achieve an adequate glacial (surface) climate
state and if not, whether this impacts any bias (and in which direction) to your CO2 solution.
(CLIMAP, MARGO)

e The 2D fields_biogem_2d.nc field: sed_CaCO3 ('sediment core-top CaCO3’) (also available
from the sedgem model output), for which some glacial CaCO3 distribution data/estimates
exist. (Old Catubig paper in GBC)

e The 2D fields_biogem_2d.nc field: phys_opsia (' Atlantic streamfunction’). While poorly
resolved in this model configuration, many (glacial) model studies report the circulation field
and hence they provide a point of comparison for your GENIE-based research.

e The 2D fields_biogem_2d.ncfield: ocn_D_DIC_13C (’ planktic-benthic difference DIC_13C’)
and also the individual planktic (surface) and benthic (bottom) fields. A significant amount
of d13C data exists in the literature for both glacial and interglacial states.

e The 2D fields_biogem_2d.nc field: ocn_ben_0O2 (’ bottom-water O2’) (and also horizontal
slices in the 3D file). Ideally, no-where in the ocean should anoxia (no oxygen) occur. It
certainly should not be widespread across one or more ocean basins if your glacial CO2
solution is to get published in Nature ;)

e The 2D fields_biogem_2d.nc field: ocn_ben_sal ("bottom-water sal’) (and also in the 3D file
as horizontal slices), for which some estimates exists for a few places in the ocean. (Jess
Atkins Science paper)

e The 2D fields for surface and deep PO4 (and also in the 3D file as horizontal slices) as some
proxy evidence exists for changes in nutrient utilization. (Cd/Ca proxies — e.g. papers by
Elderfield and Rickaby)

Also refer to the 3D netCDF files and the time-series where helpful.

Note here that the spin-up provided is 'modern’ and hence glacial data cannot be directly con-

trasted — the above suggestions/guidance are intended as a starting point only

In your glacial CO2 investigations, 2 separate initial modifications of the model will nudge it in
the vague direction of a glacial state (e.g., see Kohfeld and Ridgwell [2009]):
¢ A maodification of surface (actually 'planetary’) albedo to try and take account of some of
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the cooling influences of the large (Northern Hemisphere) ice sheets that were present during
the last glacial but which are not calculated or explicitly taken into account in the version of
cGENIE you are using.

e A modification of greenhouse gas radiative forcing (as per in the snowball Earth experiments)
to take into account the lower CO2, CH4, and N20 concentrations in the atmosphere during
the last glacial. While you will be attempting to reproduce ca. 190 ppm atmospheric CO2
(and hence deduce the reasons for low glacial CO2), you may not necessarily achieve this, and
you have no means of explicitly controlling the other A Hitchhikers Guide to the advanced
Black Arts (of Earth system modelling) LAB Session VIl 3 greenhouse gases, so you may as
well get the radiative forcing and hence the glacial climate state as close as possible before
trying to adjust the carbon cycle. But it is up to you whether you prefer to not 'cheat’ and
have whatever CO2 cGENIE simulates, directly affect climate (and hence feed back on CO2).

The glacial boundary conditions are implemented as follows:

e To achieve a pseudo-glacial planetary albedo modification, add the following lines to a user-
config file (and see Lab V):

# adjusted planetary albedo
ea_albedop_offs=0.200
ea_albedop_amp=0.360
ea_albedop_skew=0.0
ea_albedop_skewp=4
ea_albedop_mod2=-15.000
ea_albedop_mod4=-2.500
ea_albedop_mod6=0.000

e For glacial radiative forcing, add the lines:

# glacial CO2 radiative forcing
ea_radfor_scl_co2=0.6835

# glacial CH4 radiative forcing
ea_radfor_scl_ch4=0.5

# glacial N20 radiative forcing
ea_radfor_scl_n20=0.8

If you like — you can carry out separate experiments to test the effect of each of these in turn
and hence to learn the effect and impact on atmospheric CO2 of each individually before combining
them. Ideally, these lines should ultimately be included in all (glacial) experiments that you require
glacial albedo and radiative forcing for.

By all means play around with the albedo and radiative forcing climate boundary conditions,
although one might wonder the reasoning behind adjusting radiative forcing below e.g. that ap-
propriate for full glacial conditions. However, the planetary albedo is less certain as implemented
in the model. For instance, one might legitimately adjust this to achieve appropriate last glacial
sea surface temperatures (SST), or rather: a glacial-interglacial difference in SSTs similar between
model anddata.

By this point, you should have created a new (mostly) spun-up model state, incorporating: (i)
higher planetary albedo, and (ii) lower greenhouse gas forcing. The duration of this new, glacial
spin-up needs to be sufficient to bring the system into (a new) equilibrium (of which the slowest
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adjusting component will be sediment composition (wtwt% CaCO3 will to some extent be reflected
in continuing changes in pCO2 (why?)).

Before carrying on, check that everything is 'correct’ (or at least: understandable) so-far. In
particular: confirm that you have a colder ocean (due to altered albedo and/or greenhouse radiation
forcing) ... no, seriously! You never know what might have gone wrong with a simple slip of the
keyboard ... Surface ocean temperature also has established proxies for its glacial value and so the
model can be contrasted against data.

The file biogem_series_ocn_temp.res is the time-series results file for ocean temperature — the
2nd column is the mean ocean temperature, the 3rd column is mean sea surface temperature (SST),
and the 4th mean benthic (deep (> 2 km) ocean floor). How much colder has it become? s this
realistic? Analyze the SST distribution (the surface field of the 3D netCDF time-slice file, or the
'sur_* variables in the 2D netCDF file) — how does this compare to observations? In the book
chapter the data-based difference in SST between the LGM and Holocene is given. However, the
map given is for the glacial-interglacial difference, which happily is something you have previously
learned to do using Panoply (I hope!).

Also, what is the CO2 impact of lower SSTs? Note that you may not be able to directly compare
your CO2 prediction with all previous studies (e.g. summarized in the book chapter) because in your
model, sea-ice and ocean circulation will also have been affected to some extent by the climate
change. (How much have they been affected? There are also some proxies for sea-ice extent as well
as ideas and hypotheses about ocean circulation changes.) Many (but not all)previous model studies
have simply estimated CO2 changes due to temperature change with fixed sea-ice and circulation
fixed, by prescribing a different ocean surface temperature for the CO2 solubility calculation. (This
is a little beyond the scope of what you are expected to do here, but can be daBAIIE.)

Unless you are *extremely* lucky and already have a value of atmospheric CO2 that is 90 ppm
lower than pre-industrial (ca. 278 ppm) ... (WTF?!) — you may want to test other changes that
might have taken place between glacials and interglacials that affected CO2. Obviously a spot of
creating new user-config files will be in order here (perhaps using: expl2_glacial as a template,
but it is entirely up to you). Ideally, you would test the impact of each change individually first
before combining them, so as to develop a better understanding of the different ways in which CO2
is controlled (and the associated impacts on other elements of the global carbon cycle and climate)
before bunging everything in together.

Before diving straight in — note the number of different modifications of the global carbon cycle
that might be considered and tested in the model. What is your methodological strategy going to
be? Are you going to add all of the modifications into a single run and hope that you can understand
what has happened at the end? (I hope not!) Are you going to run all the modifications individually
(how?). Are you going to try combinations to test whether any combine non-linearly? You will want
to make use of the cluster queue and submit at least some of the experiments. You will also need t
already have a good idea of how long to run them before (hopefully you obtained this knowledge
from the idealized perturbation experiments in the previous tutorials).

Some suggestions (i.e., this not an exhaustive list, nor a prescribed one and not everything
necessarily has to be done!):
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Global weathering rate.

Refer to Ridgwell and Zeebe [2005] for the role of weathering. Also to Kohfeld and Ridgwell
[2009] for some references to the changes in weathering that might have taken place between glacial
and interglacial. The namelist parameter that controls the annual rate of solute input into the ocean
is:

rg_par_weather CaC03=0.9E+13

Either edit this value (under heading: # — WEATHERING —) or add a new line at the end of
the user config file specifying the value you want. Units are mol of CaCO3 weathered per year.

This parameter could also be adjusted to implicitly simulate the effect of a change in carbonate
deposition in coral reefs and other shallow water carbonates, changes that GENIE cannot simulate
explicitly. See Ridgwell et al. [2003]

(http://lwww.seao2.org/pubs/ridgwell et _al 2003a.pdf) for references and discussion of the sort
of change in carbonate deposition on the shelves that might have taken place. A decrease in CaCO3
removal on the continental shelves can be simulated by increasing the weathering flux to the open
ocean. In other words, you can look at the parameter rg_par_weather_CaCO3 as representing the
residual weathering flux to the open ocean, after some of the weathering flux has been removed in
coastal areas. Even if global weathering of the continents did not change, any reduction in CaCO3
precipitation and removal on the continental shelves would result in an increased solute flux to the
open ocean.

[HINT: keeping track of how mean sediment wt% CaCO3 changes will be helpful, as may 2D
sediment dist ributions and ultimately, the sediment core records.]

Iron fertilization.

Read up on this first, e.g., see references in Kohfeld and Ridgwell [2009]. The glacial was dustier
than present, hence there can only have been increased aeolian iron supply to the ocean surface.
However, what is not so clear is how important (relative to Fe being upwelled) aeolian Fe is today,
let alone during the last glacial ...

Anyway: one way to increase the aeolian Fe supply to the ocean surface is simply to increase
the solubility of the Fe in dust. This is controlled by the parameter:

bg_par_det_Fe_sol=0.0015

with the default being a global average dust Fe solubility of 0.15Increasing will increase the
Fe input to the ocean surface everywhere (in direct proportion to the modern spatial pattern). The
pattern of total aeolian Fe supply is recorded in the (2DBIOGEM) variable:

misc_sur_fFetot_mol, with the dissolved component under:

misc_sur_fFe_mol (misc_sur_Fe_sol is the map of solubility, which in GENIE is not uniform
in space — any idea what the reason for this assumption might be?). (A glacially-explicit map of
dust deposition could also be applied in place of the modern deposition map — if you would like to
test this, | can create one, but note that there are very significant 'errors’ in re-gridding dust maps
to this highly simplified continental topography.)

[HINT: viewing maps of particulate organic carbon (POC) export may be particularly helpful.]

Remineralization depth.

There is no temperature control on the rate of bacterial degradation of sinking organic matter (see:
book chapter + references therein) but the effect of lower ocean temperatures and a slower rate
of bacterial degradation of organic matter can be simulated by specifying that particulate organic
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matter reaches greater depth before being remineralized (and CO2 and PO4 released back to the
seawater). The namelist parameter that controls the e-folding depth reached by particulate organic
matter before remineralization is:

bg_par_bio_remin_POC _elL1=589.9451

Either edit this value (under heading: # — REMINERALIZATION —) or add a new line
at the end of the user config file specifying the value you want. Units are m. Read Ridgwell
et al. [2007] for additional discussion of this parameter. See Figure 2-4 in Ridgwell [2001]
(http://www.seao2.org/pubs/ridgwell_thesis.pdf) for an illustration of how the flux of particulate
organic matter decreases with depth in the ocean, plus references therein.

There is also an associated parameter: bg_par_bio_remin_POC_frac2, which sets a fraction of
organic matter that is assumed to settling through the water column completely un-altered (cur-
rently assigned a value of 0.025 == 2.5%), but this is arguably less appropriate to change than
the remineralization length-scale of the more labile fraction (97.5% of exported particulate organic
carbon).

[HINT: viewing distributions of PO4 and/or O2 in the ocean may be helpful. Perhaps also
d13C)]

Macro nutrient inventory and uptake.

Suggestions have been made that nutrients were used more efficiently during the LGM, meaning
that for the same nutrient uptake at the surface more carbon was exported to depth in the ocean. See:
Omta et al. [2006]. There are also a bunch of (relatively old) hypotheses concerning differences
between glacial and modern ocean in how much nitrate (NO3 -) there was. There is no NO3 - in this
version of GENIE (just PO4 3- and Fe), but an analogous change can be made to the phosphorous
cycle.

For the nutrient-to-carbon ratio in organic matter, the relevant parameter is:

bg_par_bio_red POP_POC=106.0

To change the default value (106.0), add a new line at the end of the user-config file specifying
the value you want. A larger number means that PO4 is being utilized more efficiently and more
organic matter ir being produced for the same nutrient consumption.

If you would like to test the effect of adding more PO4 to the (glacial) ocean — a forcing is
provided, called:

p0000b_FeMahowald2006_ADJUST_phosphate

Note that adjusting the ocean PO4 inventory should only be done one (and not accidentally in
each successive experiment!).

[HINT: viewing distributions of PO4 and/or O2 in the ocean may be helpful. Also ocean sedi-
ment CaCOa3 distributions.]

CaCO03:POC rain ratio.

Kicked off by a classic 1994 Nature paper by Archer and Maier- Reimer (see: Kohfeld and Ridg-
well [2009]), one powerful means of changing atmospheric CO2 that has been proposed involves
changes in the export ratio between CaCO3 (shells) and POC (particulate organic matter). Such a
change in ratio could come about through a variety of ways (e.qg., via the 'silica leakage hypothesis’
(see: Kohfeld and Ridgwell [2009]) and also through the direct effect of Fe on diatom physiology
(see Watson et al. [2000] in Nature and also Supplemental Information). There are also ideas about
an opposite ocean acidification effect, whereby the less acidic glacial (compared to modern) ocean
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led to increased calcification and CaCO3 export. Note that this response (higher saturation == great
calcification) is encoded into your model configuration — see Ridgwell et al. [2007b].
In GENIE, the CaCO3:POC rain ratio is controlled (technically: scaled) by the parameter:
bg_par_bio_red POC_CaC03=0.03
The pattern of CaCO3:POC rain ratio is not uniform across the ocean (why? (see: Ridgwell et
al. [2007, 2009]), and its pattern can be viewed in the (2D BIOGEM) netCDF variable:
misc_sur_rCaCO3toPOC.
[HINT: viewing sediment CaCQO3 distribution may be helpful.]

Sea-ice extent.

Changes to sea-ice extent have already taken place due to changes in radiative forcing and planetary
albedo (made previously). There is no much you can do to further adjust sea-ice extent, other than
via further changes to climate (via radiative forcing and/or albedo).

Atlantic circulation.

There are a variety of ideas and hypotheses about glacial ocean circulation and what influence
it had on atmospheric CO2. At least with respect to making tests and experiments in models, a
common ploy has been to produce a collapsed AMOC (e.g., see Chikamoto et al. [2008] (JGR
113)). Rather than apply a continuous freshwater forcing to the ocean throughout an extended
(sediment interaction) time-scale (why would this not be a good idea?), there is a parameter in the
model which creates an adjustment of the salt balance between the different ocean basins (to make
the Atlantic more salty compared to the Pacific). (In other words: salt/freshwater is re-partitioned
between the ocean basins rather than 'new’ freshwater or salt externally added.) This parameter is:

ea_28=0.726862013339996340

Setting it to e.g., 0.0, will result in a collapsed AMOC. But maybe that is too extreme? (You
might read up a little on the glacial ocean circulation literature and chose a value that gives as an
appropriate change to Atlantic circulation as you can judge from the data and literature.)

[HINT: viewing distributions of PO4 and/or O2 and/or d13C in the ocean may be helpful. Also
ocean sediment CaCO3 distributions.]

Global ocean circulation / ’brine rejection’.

Some recent research has focussed on the possible role of 'brine rejection’ in creating a saltier
Antarctic bottom waters (e.g. see Adkins et al. 2002 Science paper) and hence a denser and more
stratified deep ocean, with the idea being this will trap carbon more efficiently. For a very recent
study (and references therein), see:

http://www.clim-past.net/6/575/2010/cp-6-575-2010.html

GENIE has the capability to include this effect (at least crudely) and similarly to Bouttes et al.
[2010]. For this, three namelist parameter values need to be set:

bg_ctrl_force_GOLDSTEInTS=.TRUE.
bg_par_misc_brinerejection_frac=0.1
bg_par_misc_brinerejection_jmax=9

The first, simply allows the BIOGEM biogeochem module to directly influence ocean circula-
tion. The second is the fraction of salt, rejected during sea-ice formation (e.g., see Bouttes et al.
[2010]) that is transferred directly to the bottom-most (underlying) ocean cell in the model. The
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first sets a latitude limit (counted in cells) to the effect — a value of 9 will restrict brine rejection to
the Southern Ocean; a value of 18 will allow it to take place in the North Atlantic as well. (Note
that in e.g., Bouttes et al. [2010], the effect is considered only in the Southern Ocean.)

[HINT: viewing distributions of PO4 and/or O2 and/or d13C in the ocean may be helpful. Also
ocean sediment CaCO3 distributions.]

MISC.

There are of course other possibilities for adjusting the model, although you need an a priori reason
for doing so and what about the possible glacial state of global carbon cycling and climate you are
trying to encapsulate. Examples might include wind speed (or air-sexdgaarge).

Even if you achieve atmospheric CO2 of ca. 190 ppm (and actually, with some mechanisms
on their own and also in combination, it is quite easy to achieve this), how do you know if you are
‘right'? Many of the important constraints are summarized in Kohfeld and Ridgwell [2009] and
Archer et al. [2000]. In particular:

e The distribution of the CaCO3 content of deep-sea sediments. e.g., see Figure 6 in Archer et
al. [2000]. You are not ‘allowed’ to blanket the entire ocean floor with CaCO3 if you want to
be consistent with the paleoceanographic record of the LGM ;)

The predicted distribution of the CaCO3 can be used to assess your circulation change — note
that there is much less CaCO3 in sediments in the North Atlantic at the glacial [Archer et al.,
2000]. See: Chikamoto et al. [2008] for a model assessment of the impact of AMOC changes
on deep-sea sediment composition.

e The ocean should not go ‘anoxic’ (i.e., little to no dissolved oxygen left) over large expanses.
(But you might consider this relative to the modern configuration — i.e., should the mod-
ern simulation under-estimate oxygen concentrations in the deep ocean, so will the glacial
simulation, even if you get the mechanisms exactly right’.)

e There is a map of estimated changes in the biological flux to the ocean floor in Kohfeld
and Ridgwell [2009] (also read the original reference). In the 2D netCDF file, the variable
focnsed_POC gives you the flux of particulate organic matter (actually, carbon) to the ocean
floor. By constructing a difference map of your glacial-interglacial predicted changes, you
could contrast directly to the Kohfeld et al. [2005] reconstruction.

e The GENIE model is set up to predict d13C distributions. See: Curry and Oppo [2005].
There is also an atmospheric record of d13C (also predicted by GENIE) — see: Smith et al.
[1999] and a more recent paper in GBC: Lourantou et al. [2010] ('Constraint of the CO2 rise
by new atmospheric carbon isotopic measurements during the last deglaciation ).

e Other proxies offer varying constraints at the global or regional scales. e.g., see: Elderfield
and Rickaby [2000] (Cd/Ca ratios).

Note that commonly in (glacial CO2) modeling studies, a steady state (or quasi steady state)
simulation is run for the glacial (and compared to pre-indsutrial). The version of cGENIE you have
is sufficiently fast to do this quite effectively. It is possible to do non-state (glacial-interglacial)
simulations, e.g. Ridgwell [2001], but this is rather more involved.

Also note that in all of the above possible adjustments to the global carbon cycle, the mecha-
nism of carbonate compensation is operating. Hence there will be direct (changes in carbon cycling
within the water column) and indirect (interaction between ocean and deep-sea sediments) pro-
cesses operating that will affect CO2. Carbonate compensation will typically take a few 10s of
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thousands of years to fully adjust atmospheric CO2. Not all previous modeling studies include this
effect and in some cases it can drastically influence the predicted change in atmoSg@teric

Finally ... maybe you have achieved close to 190 ppm and are not unreasonably consistent
with various paleoceanographic proxies and are hence feeling rather pleased with yourself... O -
sorry — | forget to mention a little something:

e There is as approximately 3% (1 PSU) increase in salinity (and other dissolved tracers)
due to the presence of large (Northern Hemisphere) ice sheets, and hence loss of freshwater
from the ocean and lower sea-level associated with the last glacial.

Ahhhh ... and | also forgot:

e |t is thought that there was a release of carbon stored on land in vegetation and soils
during glacial climates. (cGENIE has some capabilities to model changes in terrestrial carbon
storage and hence predict this, but you are not using a version with this science module
enabled.)

Unfortunately — both these effects act to increase atmospheric pCO?2 at the last glacial (or de-
crease it across the deglacial transition, which ever way around you like to think of it). So you are
actually rather further off achieving a net 90 ppm difference than you thought.

Salinity
To test the effect of a 3% increase in salinity at the last glacial, you need to create a new userconfig
file (copied from your last glacial ‘best guess’ configuration), add the lines:

bg_ctrl_force_GOLDSTEInTS=.true.
bg_par_forcing_name=’p0000b_FeMahowald2006_ADJUST _salinity’

and run using your last glacial best guess as the restart.

If you want to check that you have applied this forcing correctly: Mean ocean salinity should
end higher than the preindustrial restart that was originally provided (or compared to your best guess
glacial run). The file biogem_series_ocn_sal.res is the time-series results file for ocean salinity —
the 2nd column is the mean ocean salinity. Originally it was 34.904 PSU (or o/00), now it should
be about 35.9.

Note how atmospheric pCO2 has responded to the change in ocean volume and sea-level (and
tracer concentrations) alone. How does this reduced resolution version of cGENIE compare to
published estimates (too much; too little; why? or if

Terrestrial carbon storage

For the reduction in terrestrial carbon storage, you need to try a further experiment (on top of and/or
following on from the salinity change experiment), with the user-config line:
bg_par_forcing_name="p0000b_FeMahowald2006_ADJUST _terrestrialC’

These two forcings are effectively one-off changes imposed on the global climate and carbon
cycle. By selecting the salinity forcing, you add 1 PSU of salinity to the entire ocean (and concen-
trate proportionally all dissolved tracers in the ocean) in a single year. Obviously you only want to
do this once, not multiple times (other wise you will get an increasingly salty ocean ...). Similarly
with the terrestrial carbon change — as specified, this forcing results in 500 PgC of carbon being
added to the atmosphere over a period of 500 years (i.e., at a rate of 1 PgC yr-1) as if to simulate
a commensurate reduction in carbon stored on land. One strategy might be to implement this as a
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Figure 13.1: Baaaa.

second phase of (additional) spin-up (after the salinity modification). Note that while the magnitude

of the glacial-interglacial salinity and sea-level change is well constrained, that of the terrestrial bio-

sphere is not (e.g., see: Kohfeld and Ridgwell [2009]). In investigating the potential causes of low

glacial CO2, do not feel constrained to necessarily run with the default (500 PgC) forcing provided
.. (Think for yourselves!)

To confirm that you have correctly added (rather than subtracted!) carbon to the ocean+ atmo-
sphere — thee ocean + atmosphere carbon inventories should start changing from the start of the
experiment incorporating the carbon change forcing

(p0000b_FeMahowald2006_ADJUST _terrestrialC)

and the change should be approximately uniform. You can calculate the change in ocean + at-
mosphere carbon inventory from the atmospheric CO2 time-series file (biogem_series_atm_pCO2.res
— column #2 is the global CO2 inventory in mol) and the ocean total dissolved carbon timeseries
file (biogem_series_ocn_DIC.res — column #2 is the global DIC (total dissolved inorganic carbon)
inventory in mol). Note you will have to convert from mol to gC (or PgC) in order to compare
to the amount you requested. If the rate of inventory change turns out to be not quite linear, and
particularly if the inventory change should turn to be not quite what you were expecting ... why?
(Hint: refer to the mechanisms discussed in the lecture (and papers) relating deep-sea sediments
and weathering to changes in total carbon (e.g., fossil fuel CO2 release.)
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This section covermuffin saves data and how to ensure that the variables you want are saved and
when you want.
e Overview.
e Time-serieutput.
— Time-seriedile naming conventions.
— Specifying frequency and timing ¢ifne-serieglata saving.
— Seasonal/monthly data saving.
e Time-sliceoutput.
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e Specifying which data fields to be saved in thee-seriesandtime-sliceformat.
¢ Re-starffiles.
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Overview (and types of model output)

The results of experiments are written to the directory:
~/cgenie_output

For any particular experiment, all saved model results, plus copies of input parameters and the
model executable, are gathered together in a directory that is assigned the same name as the exper-
iment (==user-confidile name), e.q.:

EXAMPLE.worbe2.Ridgwelletal2007.SPIN

Every science module saves its results in its own individual sub-directory within the experiment
directory. So for the module that calculates ocean biogeochemical cyBE3GEM , the results
files will thus be found in:

~/cgenie_output/EXAMPLE.worbe2.Ridgwelletal2007.SPIN/biogem

Note thatATCHEM does not save its own resultBIOGEM can save information about atmo-
spheric composition and air-sea gas exchange) VBEHBGEM essentially saves results only at
the very end of a model experime@IOGEM can also save the spatial distribution of sediment
composition as time-slices as well as mean composition as a time-series). Furthermore, in order
to attain a common format for both ocean physical properties and biogeocheBISG/EM can
save a range of ocean results in addition to temperature and salinity, such as: velocities, sea-ice
extent, mixed layer depth, convective frequency, etc. Also noteSBBIGEM saves data only at
the end of an experiment

Saving full spatial distributions for any or all of the tracers at each and every time-step is not
practical, not only in terms of data storage but also because of the detrimental effect that repeated
disk access has on model performance. InstBd@GEM saves the full spatial distribution of
whatever tracer, flux, and/or physical properties of the system are required (how what fields are
required is specified is discussed later), only at one or more predefined time points (in years).
These are calledime-slices However, rather than taking an instantaneous snapshot, the time-
slice is constructed as an average over a specified integration interval. The second main data format
for model output is that of aime-seriesof change in a single (integrated) property of the Earth
system. Model characteristics must be reducible to a single meaningful variable for this to be
practical (i.e., saving the time-varying nature of 3-D ocean tracer distributions is not). Suitable
reduced indicators include: the total inventories in the ocean and/or atmosphere of various tracers
(or equivalently, the mean global concentrations / partial pressures, respectively), global sea-ice
coverage. Likdime-slicesthe data values saved in ttime-seriediles represent averages over a
specified integration interval (one year by default). For liptre-slicesandtime-serieutput, the
files themselves are created during model initialization and are periodically updated (appended to)
during the experiment. Hence, even before the experiment has finished they may contain data that
is useful to view and can be used to check on the progress of an experiment.

ATCHEM
Inthe ATCHEM results directory, only the following file will be present:
1. _restart.nc —Re-starifile — a snap-shot of the 2D distribution of atmospheric composition
at the very end of the experiment. Not intended for user-access, although it can be plotted
just like any normahetCDFformat file.

1with the exception of sediment core location environmental properties, which are saved more frequently.
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BIOGEM
ForBIOGEM , some or all of the following files will be present:

1. _restart.nc — Re-startfile — a snap-shot of the 3D distribution of biogeochemical proper-

ties of the ocean at the very end of the experiment. Not intended for user-access, although it
can be plotted just like any normaétCDFformat file.

2. fields_biogem_2d.nc — 2-D fields of (mostly) ocean bottom, ocean surface, and sediment
surface propertie$ Also: water-column integrals of certain geochemistry diagnostics, air-sea
gas exchange fluxes, atmospheric composition.

3. fields_biogem_3d.nc — 3-D fields ocean dissolved and particulate tracer propetties.

4. biogem_series_*.res* — Time-seriegesults files — globally and surface-averaged (and
sometimes also benthic (bottom) surface averaged) property values as a function of time in
plain text (ASCII) format.

5. biogem_year_x_diag_GLOBAL.res — Miscellaneous global diagnostic information. It is
saved at each requested time-slice with the file-name string containing the mid-point of the
time-slice (as years). The diagnostics include:

e time mid-point and integration interval

global ocean surface area and volume

mean global sir-sea gas exchange coefficient (fog)CO

mean atmospheric tracer concentrations plus total inventory

mean ocean tracer concentrations plus total inventory

mean plus total global productivity

mean plus total global sedimentation

SEDGEM
In the SEDGEM results directory, some or all of the following files will be written:

1. _restart.nc —Re-starffile — a snap-shot of the 2D distribution of sedimentary properties at
the very end of the experiment. Not intended for user-access, although it can be plotted just
like any normahetCDFformat file.

2. fields_sedgem_2d.nc — Contains 2-D fields of sediment surface and ocean bottom prop-
erties®

3. sedcore.nc —netCDFformat file containing the stacked records of accumulated deep-sea
sediment composition.
The locations (if any) of sediment cores to be saved is specified in a plain text (ASCII) file
pointed to by the string value of tmamelispparametesg_par_sedcore_save_mask_name®.
In the mask file, a1’ indicates a location to save a sediment core at, artd imdlicates that
no sediment core should be saved at this location. This file must be present, so to save no
sediment cores, simply populate the file with all zeros ixaiy yy grid.

2The mid-points at which time-slices are saved are specified as described above.

3The mid-points at which time-slices are saved are specified as described above.

4.res is a useful format for processing MATLAB ; for other programs, other extensions are needed. If using the
Mathematica data processing scripts - gegie-docs/cGENIE. AutomationScripts - .dat is needed; this can be set
with gm_string_results_ext=".dat"

5This data is saved only at the termination of an experiment (i.enet@DFfile contains only a single time-slice).

5The location of this file is specified by tIBEDGEM data input directory namelist parameteg,_par_indir_name
which by default iS”/genie-sedgem/data/input.
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4. sedcoreenv_x* — These files contain pseudo time-series of surface sediment environmental
properties at each of the requested sediment core locations (if any are chosen).

5. seddiag_misc_DATA_GLOBAL.res —A summary of mean global sedimentation, dissolution,
and preservation fluxes, and surface sediment composition.

6. seddiag_misc_DATA_FULL.res — Surface sediment and bottom water properties at each
and every sediment grid point.

ROKGEM
In theROKGEM results directory, some or all of the following files will be written:

1. fields_rokgem_2d.nc — 2-D fields of (mostly) land surface, ocean surface, and atmo-
spheric properties related to weathering.

2. biogem_series_x — Time-series results files.
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Time-slice output

Frequency and timing of fime-slice data saving

Rather than taking an instantaneous snapshot, the time-slice is averaged over a specified integration
interval At (in years), defined by the parametgy_par_data_save_slice_dt’. The model state

is thus integrated from tim — At/2 tot, 4+ At/2. For instance, setting a value &f = 1.0 year

results in all seasonal variability being removed from the saved time-slices, and successive time-
slices then only reflect long-term (>1 year) trends in system state.

The mid-point yearst() for which time-slices should be saved are specified in a single column
pain text (ASCII) file in thecgenie .muffin/genie-biogem/data/input directory, whose name
is specified by the parameteg_par_infile_slice_name®. For example, the defauiime-slice
specification filessave_timeslice.dat contains the specificatién

-START-0F-DATA-
0.5

O =
oo o

19.5
49.5
99.5
199.5
499.5
999.5
1999.5
4999.5
9999.5
19999.5
49999.5
99999.5
199999.5
499999.5
999999.5
-END-OF-DATA-

where -START-0F-DATA- and -END-OF-DATA- are simply tags delineating the start and end of
the time point data. Use of this particular specification lends itself to simple experiment run dura-
tions to be adopted (e.g., 10, 100, 10000 years). It provides a good generic starting point in that save
frequency is faster to begin with (when environmental variables are more likely to be rapidly chang-
ing) and less frequently later (when environmental variables are unlikely to be changing rapidly and
maybe converging to steady-state).

To change the time points used tone-slicedata saving, either direct edit this file (less good),
or create a new file (e.g. simply copy and renasaee_timeslice.dat) with the required save

7An empty list is valid - time-slices will then be populated for you at an interval set by the time-slice integration
interval. But if you really don’t want any time-slices, just set the first (or only) time point to occur beyond the end year
of the run.

8The location of this file is specified by tH®§OGEM data input directory parametesg_par_indir_name which
by default is*/genie-biogem/data/input.

9The order in which the time sequence is ordered (i.e., ascending or descending time values) does not actually matter
in practice as long as the list of times is ordered sequentially. The list will be internally re-ordered if necessary according
to the selection of ‘BP’ (the model running backwards-in-time) or not according to the logical value of the parameter
bg_ctrl_misc_t_BP, whichis.false. by default.
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frequency and timing and saved to thgenie.muffin/genie-biogem/data/input directory,
with the parametelsg_par_infile_slice_name pointing to the new filename).

Experiment end saving

Just in case an experiment run duration is chosen such that there is no corresponding save point
anywhere near the end of the rurtirae-sliceis automatically saved at the very end of an experiment
regardless of whether one has been specified or not and with the same averaging as used for the
specifiedime-slices

Seasonal/monthly data saving

Time-slice(but not currentlytime-serie} data can be saved seasonal or even monthly by selected
by setting a single parameter rather than e.g. specifying a monthly or seasonal data save interval
and editing the time-slice definition file with a series of min-points for months (or seasons). The
way it works is that the overall averaging interval (paramebgr:par_data_save_slice_dt)®
is broken down into sub-intervals of averaging. i.e., breaking down a year interval (the default)
into 4 will give seasonal averaging. The parametgy:par_data_save_slice_n wheren sets
the number of time steps in each sub-interval of data saving and hence determines whether the
averaging is e.g. seasonal or monthly. The slightly tricky part is to be sure of how many time steps
in each year ;)

By default,cGENIE.muffin employs 96 time-steps per year for a 16-level ocean circulation
model GOLDSTEIN) and 48 forBIOGEM 1. Hence for a 16-level ocean configuration, seasonal
data saving would be obtained with:

bg_par_data_save_slice_n=12
(12BIOGEM steps per averaging interval out of a total of 48), and monthly averages with:
bg_par_data_save_slice_n=4

(i.e. 4BIOGEM steps for each of the 12 monthly averaging intervals, giving of a total of 48).

For lower resolution configurations eSENIE.muffin, GOLDSTEIN may be operating on
48 time-steps per year, aBIOGEM on 24 or even 12. AeéGENIE.muffin starts up it will report
the ocean and biogeochemical time-stepping, such as:

>> Configuring ...
Setting time-stepping [GOLDSTEIN, BIOGEM:GOLDSTEIN]: 100 2

which specifies 100 time-steps per year ®OLDSTEIN, and 50 per year (100/2) f@IOGEM

for the case of a 16 level ocean using thenmuffin.t100.sh run script. Note that for every
year mid-point specified in theme-slicespecification file, 4 or 12 (for seasonal and monthly,
respectively) times as many time-slices will actually be saved.

10pefault value = 999
1INote that when running usingmmuffin.t100.sh, 100 time-steps are taken in the ocean and 50 in BIOGEM for
a 16 level ocean model.
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More frequent data saving
Explicit frequent saving of fields or properties at specific locations can be done by setting a more
higher save frequency of the time-slice data. However, because the 2D and 3D fields may contain a
variety of unwanted variables in addition to the target one, save frequency is likely to be limited by
the maximum netCDF file size that can sanely be manipulated. The practical maximum is around
100, depending on the number of types of data field selected to be saved. Several alternative options
are available:

e (trivial) Make do with global or surface (or benthic) means in the time-series output.

e Cut down the types of data saved to the absolute minimum (see 'Data field selection’ below).

e Save only 2D data. This can be accomplished by setting the parameter:

bg_ctrl_data_save_2d=.true.
bg_ctrl_data_save_3d=.false.

(both are.true. by default). This disables the 3D data saving, although an empty netCDF

file will still be created.
e Save the tracer fields in 3D, but at the save frequency of time-series data‘8atinig can

be done by setting:
bg_ctrl_data_save_3d_sig=.true.
(by default,.false.).

12This is in addition to normal 3D saving at the time-slice data saving frequency
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Time-series output

Frequency and timing of fime-series data saving

For resultgime-seriesa file containing a series of model timesg) @t which data points need be
saved is defined in the same way as tione-slices with the filename specified by the parame-
terbg_par_infile_sig name. Again, the data values saved in the time-series file do not rep-
resent discrete values in time but an average, calculated fromtfimat/2 tot, + At/2 as per

the construction of time-slices. The averaging interydl, is set by the value of the parameter
bg_par_data_save_sig_dt. The format is also identical to before (with tags delineating the start
and end of the list of mid-points). If there are less than two elements present in the list, a default
frequency of data saving will be invoked, set equal the averaging interval, except in the situation
that this results in an unreasonably large amount of data, when an order of magnitude (or more than
one order of magnitude where necessary) fewer save points are asSuieddefault setting:

bg_par_infile_sig_name=’save_timeseries.dat’

provides for reasonably generic data saving, with the save frequency faster to begin with and be-
coming progressively less frequently later.

There is a related facility tog_par_infile_sig_name for SEDGEM andROKGEM in the
parameterxx_par_output_years_file_0d, wherexx is sg for SEDGEM andrg for ROKGEM .
These specify files in thgenie-*gem/data/input directory and again contain a list of years for
0D (time-series) output to be generated at. However, uBIKEGEM , the data savedorepresent
discrete values in time ambt e.g. annual averages.

Saving orbital insolation
[see orbits HOW-TO]

13For historical reasons ... the maximum number of time-series (and time-slice) data points was set to 4096. This is
set by the parameter data_max in biogem_1lib.£90 and can be altered if required.
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Data field selection

Model output — bothime-sliceandtime-seriegdata are saved in blocks or by categories of model
variables. For instance, all dissolved tracers in the ocean (3D neti@ieFsliceand/ortime-serie},
or all particle flux fields, all carbonate chemistry and associated variables, all surface sediment com-
position, etc etc. This still requires a multitude of parameters, one for each category and generally
also one for each aime-sliceandtime-seriesdata. In an attempt to simplify this, a single pa-
rameter,bg_par_data_save_level, specifying the sort and amount of data to save can be set
instead.

The value of thebg_par_data_save_level save level parameter is given as an integer be-
tween0 and99, and has the following effect:

0 — Save nothing.

1 — Minimum — basic geochemistry only, i.e. ocean and atmosphere tracer fields (omitting e.g.
the miscellaneous fields and time-series — see below).

2 — Basic output == basic geochemistry and physics.

3 — Basic + biology diagnostics, i.e. ocean and atmosphere tracer fields plus particulate flux
fields and biological diagnostics such as limitations on export.

4 — Basic + geochemistry diagnostics, including output on air-sea gas exchange, ocean carbon-
ate chemistry, and geochemical diagnostics such as remineralization rates and transforma-
tion, ocean pH field (3D), Fe cycle and speciation diagnostics (2D). In conjunction with the
ROKGEM module, also: weathering fluxé$.

5 — Basic + biology + geochemistry diagnostics. A combinatioa ahd4.

6 — Basic + tracer diagnostics. Tracer diagnostics includes: N*, P* etc., water column invento-
ries (2D).

7 — Basic + tracer + proxy diagnostics. Proxy diagnostics includes: ocean surface and benthic
(and surface-benthic) tracers (2D). Also trace metals (e.g. Cd).

8 — Basic output + biology + geochemistry + tracer + proxy diagnostics.

9 — Basic output + full physics (e.g. all grid specifications and properties).

10 — Ocean acidification option == basic geochemical output fields plus all carbonate chemistry.
99 - Save everything.
>99 — Use explicit user-specified settings for individual save categories. This is the default and is
broadly consistent with previous version of the model.

All of options 2-11 save asime-slices
e atmosphere tracer fields (2D)
e ocean tracer fields (3D)
e various miscellaneous diagnostics, including: ocean velocity (3D), overturning stream-
function (2D), sea-ice extent and thickness (2D), incident radiation (2D), convection diag-
nostics (2D), air-sea gas exchange diagnostics (2D).
e core-top sediment composition fields (2D)SEDGEM is selected)
and adime-series
e atmosphere tracer properties (as: atmospheric inventonydqipand concentratiomgol kgt)
or isotopic compaosition)
e Ocean tracer properties (as: ocean inventory, plus mean (whole) ocean, or isotopic com-
position)

14The most common option.
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e mean surface and benthic tracer properties
e various miscellaneous diagnostics, including: insolation, sea-ice extent, volume, and
thickness; global overturning stream-function, ocean surface pH, land surface temperature,
and Fe parameters.
¢ sediment (core-top) composition data$iEDGEM is selected)
In addition, further output will be automatically added to the suite of saved data depending on
the module selected and also for certain sorf®mfing.
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14.5 Re-start files

Re-startfiles are saved in the results directories of each module AF&HEM , BIOGEM , and

SEDGEM, these are imetCDFformat.
For the climate modules eGENIE.muffin (GOLDSTEIN, GOLDSTEIN-SEAICE ,EMBM ),

re-startfiles can be selected to farmermingo72be saved in either plain text (ASCI&tGDFfor-
mat. ASCII format is the current default.
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14.6 Useful output

What follows is a short summary of some of the output and how it can be used.

Note — depending on the specific model configuration (which model modules are selected) and
selected tracers, as well as specific output choice, not all these variables and files will be present in
the model output.

14.6.1 Physics

Filename Data Application

biogem_series_*.res

atm_humidity Mean surface humidity. (?) (rarely used)

atm_temp Mean surface temperature. (deClimate and climate change, when a simple
grees C) global diagnostic imeeded.

misC_opsi Global minimum (-ve) and max- Simple diagnostic of large-scale ocean cir-

imum (+ve) overturning stream- culation. There is some relationship of the
function, also reported for At- maximum (negative and positive) overturn-
lantic and Pacific basins. Units ofing to ocean ventilation.

Sv. (For certain modern configu-

rations.)

misc_seaice Sea-ice fractional cover (\%), As a simple climate (change) diagnostic.
thickness (m), and volume (m3).

misc_SLT Mean global surface land temper-For calibrating and analysing global weath-
ature. (C) ering rates.

ocn_sal Mean global, and typically also For characterizing freshwater changes and
surface and benthic, ocean salinsalinity forcing impacts.
ity. (PSU)

ocn_temp Mean global, and typically also Climate and climatehange.

surface and benthic, ocean tem-
perature. (degrees C)

Table 14.1: Summary of the main (useftifhe-serieoutput for climate-only ('physics’) investiga-
tions.
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variable variable Description Application
(longname)
atm_humidity  specific humidity surface humidity (?) (rarely used)
atm_temp surface air temper-  surface air temperatureclimate patterns and anomalies,
ature” (degrees C) comparison with terrestrial temper-
atureproxies
grid_mask land-sea mask land-sea mask (n/a) copy-paste-edit to create masks for
data analysis
grid_topo ocean depth ocean deptlim)
ocn_sur_sal surface-water sal surface ocean salinity diagnosing freshwater forcing im-

ocn_sur_temp

ocn_ben_temp

surface-water temp

bottom-water temp

(PSUV) pacts, regions of likely deep-water
formation
surface ocean tempera-diagnosing ocean circulation pat-
ture (degrees C) terns, pole-to-equator temperature
gradients, surface ocean tempera-
ture proxy comparisons

diagnosing ocean circulation pat-
terns, benthic temperature proxy
comparisons

benthic temperature ( C)

phys_cost

phys_opsi

phys_psi

phys_seaqice
phys_seaice_th

convective cost

Global streamfunc-
tion

Barotropic stream-
function

sea-ice cover (%)
sea-ice thickness

rate of convective ad- diagnosing deep mixed layers (and
justments anywhere in light limitation of biology) and
the water column (n/a) deep-water formation regions
global overturning diagnosing large-scale ocean cir-
stream-function (Sv) culation patterns, sources of deep-
water formation, deep ocean venti-
lation
stream- diagnosing wind-driven ocean cir-
culation patterns, effect of gate-
ways
(climate / sea-ice)
(climatséa-ice)

barotropic
function (Sv)

sea-ice cover (%)
sea-ice thickness (m)

Table 14.2: Summary of the main (useful, physics-focussed) 2D time-slice output.
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variable variable Description Application
(longname)
ocn_sal salinity ocean salinity (PSU) diagnosing ocean circulation
patterns
ocn_temp temperature ocean temperature (C) diagnosing ocean circulation
patterns
phys_u ocean velocity - u Eastwards component ofdiagnosing ocean circulation
ocean velocity (m/s) patterns and currents
phys_v ocean velocity - v Northwards component of diagnosing ocean circulation
ocean velocity (m/s) patterns and currents
phys_w ocean velocity -w  upwards component of diagnosing ocean circulation
ocean velocity (m/s) patterns (note that velocity is

measured at the top of an ocean
depth layer, hence n/a for the
surfacelayer)

Table 14.3: Summary of the main (useful) 3D time-slice output.
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14.6.2 (Bio)Geochemistry
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Filename Data Application

biogem_series_*.res

atm_pCO;, Global inventory fnol), mean con- Drivers of and feedbacks with climate. Di-
centration &tm) of atmospheric agnostic of response to carbon emissions
COs. (and removal).

atm_pCO,_13C 13C inventory fmol) and 6'°C of Diagnostic of carbon emissions (and re-
atmospheri€0s. moval).  Comparison with (terrestrial)

proxy 513C data.

atm_pO2 Global inventory fnol), mean con- Limited use. Checking orestoring forcing
centration &tm) of atmospheric of atmospherid;. Impacts ofCqrgy burial
Os. if included inmodel.

carb_sur_conc_* Carbonate chemistry componentdNot generally useful.
(mean surfacenfolkg ™).

carb_sur_H Surface ocean mean [H*] More useful is pH — reported undenisc
(molkg ™). (see below).

carb_sur_ohm_arg Mean surface aragonite saturation. Ocean acidification impa€®gpfelease.
Weathering impacts. Relates to carbonate
production by (modern) corals, pteropods.

carb_sur_ohm_arg Mean surface calcite saturation. Ocean acidification impa@®pfrelease.
Weathering impacts. Carbonate production
by foraminifera anatoccolithophorids.

diag_misc_ Applied flux forcings(molyr—1). Whenever arestoring or flux forcing is
specified_forcing_* specified, the actual flux employed, is saved
here. Useful for diagnosing the flux associ-
ated with a restoring forcing (e.g. allowing
emissions flux associated with RQBgtor-
ing forcing scenario to beliagnosed.)

fexport_CaCO3 Total flux (molyr-1) and flux den- Carbonate production. Impacts of ocean
sity (molnt2yr—1), of CaCQ; ex-  acidification.
port from the ocean surface.

fexport_POC Total flux (molyr-1) and flux den- Particulate organic matter export. Impacts
sity (molnT2yr—1), of POCexport of changes in nutrient supply and limita-
from the ocean surface. tion.

misc_surpH Mean surfacepH. Ocearacidification.

ocn_DIC_13C Global inventory nol), mean Carbon release and removal. Surface-

global, surface, and benthd®*C.  benthic — indicator or strength of carbon ex-
port and the biological pump, as well ocean

ventilation.
ocn_02 Global inventory fnol), mean Indication of changes in ocean anoxia.
global, surface, benthic concentra{long-term) Imbalances between burial and
tions (molkg?) of O,. weathering.
ocn_PO4 Global inventory nol), mean Nutrient limitation. (long-term) Imbal-

global, surface, benthic concentraances between burial and weathering.
tions (molkg?) of POy.

ocn_TDFe Global inventory fnol), mean Nutrient limitation. (long-term) Imbal-
global, surface, benthic concentraances between burial ameeathering.
tions molkg 1) of dissolvedFe.

Table 14.4: Summary of the main (useful, plus notes on a few less tisgaiseriesoutput for
(bio)geochemistry (non ecological) investigations.
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variable
(longname)

variable

Description Application

atm_*

Distributions of gases Not useful as the atmosphere is
and isotopes. well-mixed. Thetime-seriesout-
puts are simpler and moteseful.

carb_ben_ohm_arg
carb_sur_ohm_cal

carb_sur_ohm_arg
carb_sur_ohm_cal

Benthic aragonite and Impacts of ocean acidification

calcite saturation. of distribution of benthic or-
ganisms. Indicator of sediment
preservation.

Ocean surface aragonitelmpacts of ocean acidification

and calcite saturation.  of distribution of planktic organ-

isms.
fseaair_pCO; pPCO,: net sea->air Air-sea CO, gas ex- Indicator of air-sea gas disequi-
gas exchange flux change. librium, regions of out-gassing/in-
density gassing.
misc_pH ocean pH Ocean surface pH. Ocean acidification.
misc_sur_ CaCO3 to POC ex- Particulate Ocean acidificatiommpacts.
rCaCO3toPOC  port rain ratio CaCQ POC ex-
port ratio from ocean
surface.

ocn_sur_TDFe surface-water TDFe

ocn_sur_TDL surface-water TDL
ocn_sur_PO4 surface-water PO4
ocn_ben_PO4  boftom-water PO4

ocn_ben_DIC_13C

ocn_int_DIC DIC water-column
infegrated  tracer
inventory

Ocean surface total dis- Patterns of nutrient uptake and lim-
solvedFe (molkg™1). itation.

Surface ligand concen- (Stabilizes dissolved Fe, but so not
trations olkg1). useful itself.)

Ocean surface [POy] Patterns of nutrient uptake and lim-

(molkg™). itation.

Benthic [PO4] Indicator of large-scale ocean cir-
(molkg ™). culation and ventilation.
Benthicd13C. Indicator of large-scale ocean cir-

culation and ventilation. Model-

datad*3C proxy comparison.
Pattern of water column Indicator of CO, emissions stor-
integrated oceanDIC age and transport when used in dif-
(i.e. dissolved carbon ference/anomaly maps and calcula-
storage) nolnT2). tions.

Table 14.5: Summary of the main (mostly useful) 2D time-slice output for (bio)geochemistry.
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The primary format for saving spatial (2- and 3-D) dataesCDF (network Common Data Form).

More information on the netCDF format and the libraries necessary to compile the model can

be foundhere The writing of netCDF follows roughly th€F1.0 conventior{NetCDF Climate

and Forecast (CF) Metadata Convention). The netCDF output is written f@BIO&EM and

SEDGEM modules separately, and both modules have a flag that suppresses spatial data file saving

in ASCII format, with netCDF format being the default.
Under unix/linux, netCDF files can be interrogated wishncdump -h filename.nc which

will give you the header information of the file. The command is included in the netCDF library

which has to be present to run the model anyway. It's useful to get the NCO software package

helping to concatenate files or extract variables as shell command. A full list of available software

to manipulate or graphically illustrate netCDF files can be foeik

This Chapter covers how to visualipeuffin output, with a particular emphasis on (netCDF)

spatial

data, via:

e Panoply
If you really really must insist on using Windozzzz, the recommended viewer for netCDF is
Panoply(see below)Panoply can be run under linux and on the Mac (OS X).
There is alsmcBrowse Again, this will also run under LINUX and on the Mac (OS X).

e MUTLAB
You can also view netCDF files usifdUTLAB , for which a number of plotting functions
are provided. An advantage here is thatMdTLAB code can be hacked to produce much
more powerful and bespoke analysis and plots.



http://www.epic.noaa.gov/java/ncBrowse/
http://www.giss.nasa.gov/tools/panoply/
http://www.unidata.ucar.edu/software/netcdf/software.html
http://www.cgd.ucar.edu/cms/eaton/cf-metadata/index.html
http://www.unidata.ucar.edu/software/netcdf
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15.1 Plotting with Excel
Just ... don't do it

10bviously, there may be circumstances where it might be helpful to plot time-series oufpxtéh although in
practice, time-series output is much easier and faster to load in and pldWhAB .
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15.2 Plotting with Panoply

In the following sub-sections are some pointers and examplBambply plotting >

When you open a netCDF file, you will be presented withogasets window (on the left hand
side of the application window). This contains a list of all the variables available that you can
display. You will find that the 'Long Name’ description of the variable will be the most helpful to
identify the one you want. Clicking (once) and highlighting an entry will display further information
about that variable in theariable window on the left hand side of the application window.

In a drop-down box at the bottom of the application window is an option for shortening the list
of displayed variables in the netCDF file:

e Georeferenced variables — All the spatial (2 or 3D) variables.

e Plottable variables — As above, but now including axis definitions (which can be plotted as
1D lines).

e All variables — all of the variables.

To create a plot of a variable — simply double-click anywhere on the line containing that variable.
A dialogue box will open with various options (Figut®.1). For 3-D model output, you have the
option of whether you want aat-Vert’, ‘Lon-Lat’, or ‘Lon-Vert” plot (for the 2-D fields, the only
choice is'Lon-Lat").
e ‘Lat-Vert’ plots —a common way of visualizing vertical distribution in the ocean. The default
is for Panoplyto display an average of all longitudes in a zonal mean. Un-tickingitabox
in the Arraytab will enable you to specify a specific longitude section. Be aware that Panoply
likes to plot the depth inverted by default ...

e ‘Lon-Lat’ plots — the classic 2D, top-down view of the ocean. There are multiple levels (depth
layers) in the ocean of data that can be plotted, from the surface to the abyssal ocean.

e ‘Lon-Vert’ plots — (an uncommon option).

For all three: there may be multiple time-slices (i.e., you can plot data saved from differentd/ears).

Create Plot =

More than one type of plot can be created from the variable
‘phys_cost'. What type would you like to create?

ILongib.lde-Laﬁt. - lplot

" Create 2D plot using Ilat - lfur ¥ axis and|lon w |for ¥ axis

" Create Ihorizo... vlline plot along |lat w | axis

Figure 15.1:Panoply Create Plot dialogue window.

You can interpolate the data or not (often you may find that it is clearer not to interpolate the

22WARNING* These instructions are strictly valid for older version®é&noply (ca. version 2.9.4), although some
updates to the text have been made in light of version 4.6.2 ... so be aware that the plotting control buttons and options
may have subtly changed in newer versions and the text no longer reflect the exact (current) optaoTtpix ...

SRemember that the default, first time slice, will be the first once saved in the experiment. The last one saved and
displayed, will reflect the end of your experiments.
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data but to leave it as 'blocky’ colors corresponding to the resolution of the model), change the
scale and colors, overlay continental outline, change the projection, etc etc. Gray cells represent
'dry’ grid points, i.e., continental or oceanic crust. To save plot®anoply — from the file menu:

File, thenSave Image As ... and then select the location, filename, and graphics format.

Issues with Panoply default settings

The default settings iRanoply, i.e. those used when a plot is first created, can often mislead. In
particular, note:

e Year (Arraytab)
The default is for the very ldime-sliceto be displayed rather than the experiment end.
The firsttime-sliceis numbered from 1 to however many total time-slices have been saved
(displayed to the immediate right of tivear ,box), and it is this integer number that appears
in theYear box — not the year of the data save. Instead, the mid-point year of the time-slice is
displayed in a second box (labele@ar mid-point’).
Different time-slicesto be plotted can be selected by either clicking through the saved year
count, or by selecting the save year mid-point from the drop-down list.

e Scale Range (Scaletab)
The color scale is auto-scaled so that the range always goes from the minimum to maximum
displayed value. This can potentially mislead if save years and/or depth/latitude slices are
scrolled through as the scale will be automatically adjusted to fit each plot in turn.
Confusion can also arise for fields with no variation, e.g. atmospheric trace gas concentrations
or air temperature — the auto-scaled plot in these instances has a uniform color but with odd
hatching as Panoply dutifully tries to achieve the impossible (creating a scale of multiple
colors for a single value).

e Zonal averagingArray tab)
Lat-Vert plots are displayed as a zonal mean by default. This is indicated by the tick in
the Ave box (bottom RH corner). Un-ticking thave box releases the averaging with the
first longitudinal value of the grid now displayed instead. Similar to how Panoply displays
years — the longitudinal grid locations are counter from 1 to typically 36 (depending on the
resolution of the ocean grid), with the longitudinal mid-point value in degrees East displayed
to the right.
Different longitudinal sections to be plotted can be selected by either clicking through the
grid point number count, or by selecting the longitudinal mid-point from the drop-down list.

e Scale bar tick marksAfray tab)
The tick labels on the color scale are displayed by default in the format: If the typical
values of the variable are order e.g.”$ou will end up with value labels ranging froam
to 0.0 ... This can be most easily resolved in one of two ways:
— The format of the label can be changed by selecting a different option from the pull-
downTick Label Format box (default ==%.1f). For instance%.2e would give a display
in the formatx.xxEyy (Or x.xxE-yy) Or %.6f would givex.xxxxxx.
— An alternative is to re-scale the values. This is done in the Scaling Factor box in which
you set the scale factor in powers of 10. For example: settingeffect converts units
of mol kg~ to umol kg~©.
e Other things to watch out for include:
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— A plot involving depth, being by default, 'up-side-down’!.
This is fixed in thearidtab, and the click buttorswap B/T.

— In "Lon-Lat’plots, the modern continental outline being displayed by default.
This can be fixed by changing options in theerlaytab.

Simply be careful when opening a new plot that you are looking at what you *think* you are
looking at (or what you think you are looking at *is* what you are looking at).

Note that default plotting settings Panoply can be changed (and saved).

Basic plots - examples

TO COME ...

Difference (anomaly) plots

Itis possible to create an anomaly (difference) mag&anoply which are essential when analyzing
changes in a variable that may be small compared to the global spatial variability. To do this:

e First, open the netCDF results file.
e Open the variable of interest, e.gtm_temp (surface air temperature) in the 2D netCDF file.

e From the upper LH corner of the Dataset Browser window, from the drop-down menu, select
the name of the plot you have just createén(_temp in field_biogem_2D...).

e From the upper LH corner of the Dataset Browser window, now click onGbebine
Ploticon.
You now have a plot window that is displaying a difference map. By default, it is showing
you the difference between two identical (in time) slices. The two different slices are labeled
Array 1 (LH side) and Array 2 (RH side).
NOTE: Easier than mucking about witombine Plot, is having open the first dataset, simply
drag another variable from the list of variables in Soerces window, into thePlot window.
You can drag either a different, or the same variable, intekstevindow.

For instance, you can keep one array (Array 1) fixed to the initial (year 1 (centered on 0.5)) and
vary the year in the second array (Array 2). Note that you can select in Panoply whether Array 1 -
Array 2 is plotted, or Array 2 - Array 1, or various proportional or relative differences.

If you switch off the auto-scaling featuraiays fit to data) you can center the scale so that no
change is white, with positive deviations = red and negative = blue by clicking on Center on 0. This
is something of a convention in the scientific literature.

The same variable in two different model experiments can also be opened up and analyzed
combined:

e Start by opening up both required netCDF files.
e Open the variable of interest in one (either one) of the two 2D netCDF data-sets.

e From the upper LH corner of the Dataset Browser window, from the drop-down menu, select
the name of the plot you have just created.
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e Now double-click in the variable in the 2nd netCDF dataset.
You now have a plot window that is displaying a difference map, but of the same variable
between two different experiments, rather than two years of the same experiment.

Ocean velocity plots
By combining the two (horizontal) fields of ocean circulation, rather than a differencéalotply
can create a velocity plot. This is a great way of visualizing surface (and deeper) currents and
circulation patterns. To do this:
e First, open the 3-D netCDF results file.
e Open either thehys_u (‘'ocean velocity - U’) ophys_v (‘'ocean velocity - v') field and select
alon-Lat plot.

e From the upper LH corner of ttsaurces window, from the drop-down menu, select the name
of the plot you have just created.

¢ Now double-click on the other velocity variable (whichever of the u and v fields you did not
open first).

e By default you get a difference map, which is pretty useless really. From the drop-down
Plot menu box (which should be displaying 'Array 1 - Array 2’ by default) seleetctor
Magnitude (bottom of the list).

You now have a plot window that is displaying the ocean velocity field, with arrows indicating
the direction and speed (length of the arrow) together with an interpolated color background
of the speed.

You can re-scale the velocity arrows to more clearly display the circulation pattern by altering
the Scale Length value Contours & Vectors tab). A value of 0.1 is a reasonable choice for surface
currents. e.g. see Figui®.2

If you want to display deeper (in the ocean) current fields and/or different time-slices, take care
that the depth level (/time-slice) in both LH and RH sides ofAhey(s) panel must be changed to
the same value. If displaying deeper current fields, then the velocity vectors will have to be further
re-scaled (to a smaller value) in line with the lower velocities at depth compared to the surface.
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Sqrt[(ocean velocity - u)? + (ocean velocity - v m/s

—
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.10

Data Min = 0.00, Max = 0.09

Figure 15.2: Example (modern) ocean surface velocity (current) map.
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MATLAB plotting

MATLAB 101

If you need a tutorial otMATLAB , either as a refresher, or because you have not used the pro-
gram before, refer to (and/or work through) the following sections ofithdabananaMATLAB
textbook:

e Chapter 1 — this covers the very basics of udWW§TLAB , what variables are, including
scalars (e.g. single numbers), vectors (1D array), matrices (2D array) and higher order arrays,
now to index and carry out basic manipulation of arrays, basic data loading and saving and
plotting.

e Sections 2.1 and 2.2 of Chapter 2, which cover creating (script) programs — i.e. adding all
your MATLAB commands to a file (an or 'm-file ) and running the file, andunctions—
programs ifn-files) where one or more parameters might be passed intiuttetionwhen it
is called (e.g. at the command line), and potentially variables returned.

e In Chapter 3 — subsection 3.1.3 deals with reading in netCDF format data, whichmsitfie
format for spatial data. Section 3.2 deals with more advanced 2D plotting (also of direct
relevance tonuffin data processing and visualization usMégTLAB ).

MATLAB and ASCII (fime-series)

Thetime-serieq .res) output of BIOGEM are in a simple plain text (ASCII) format. These can be
read in very easily iMATLAB using theload command. Note that a brief description of each
column of data in théime-seriediles appears on the first first line of the file, and that prefixing this
is a’% symbol, thaMATLAB ignores. Hence only the columns of data gets read in by default using
load :) 4 For example:

>> co2=load(’biogem_series_atm_pC0_2.res’,’-ascii’);
>> plot(co2(:,1),1.0E6%co2(:,3));

loads in the atmosphereO, time-series file (assigning it to the array variabée), and then plots
(as a line graph) the 3rd colum@Q, concentration) vs. the first (time). Because concentrations
are saved in units of atmospheres, a factar .@E6 is applied to concert tpatm Equivalently:

>> co2=load(’biogem_series_atm_pC02\).res’,’-ascii’);
>> scatter(co2(:,1),1.0E6*co2(:,3));

MATLAB ’Import Data’ ...

You can also import the time-series files by clicking onthport Data icon:

¢ Navigate to thdBIOGEM sub-directory of your experiment results directory. EnsureAhat
Files is selected and click on the time-series file you want.

e MATLAB ignores the header lines, and it should be safe to simply cligkpart Selecftion
for all columns, or select what you want to plot — typically year (the first column) and another
one.

¢ A default variable name — the filename minus the underscore characters — will appear listed
in the MATLAB Workspace window . Double-click on the variable name to open up the

4There are also oth&ATLAB commands for reading in text data — refer to to BM&TLAB programming text


http://www.seao2.info//teaching/201718.GEO111/GEO111.pdf
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imported data in a table view. If you select columns to plot, and then head over to the main
PLOTS tab, a range of plotting options are provided and a plot can be generated by clicking on
one of the plotting icons.
e Labels can be added, scales and markers changed, etc etcFiguthevindow .
Note that as the data has been imported as an arr®JALAB , you can also plot directly
from the command line. (And indeed, you could also have loaded the data from the command line.)

15.3.4 MATLAB and netCDF (time-slice)

Basically — the only hard part, having opened tie¢CDFfile is in correctly deducing which di-
mension in an extracted data array is longitude, latitude, (sometimes depth), or time. Mostly this
should be pretty obvious from inspecting tiATLAB Workspace window (assuming you have
a column forsize selected to be displayed), or using thieze command. Once you have done
this, you can plot slices, scale data, average or otherwise process data, extract locations at specific
locations, etc etc.

As an example — iIMATLAB , first either change directory to thogem directory of a set of
muffin results, or from where-ever you are, add a path to the location dfittgem directory. To
open the 2BIOGEM netCDF results file, type:

>> ncid = netcdf.open(’fields_biogem_2d.nc’,’nowrite’);
To extract a variable, you first need to find its ID from its name:
>> varid = netcdf.inqVarID(ncid,NAME);

whereNAME is a place-holder for the name of he variable (as a string). You might need to use
Panoplyto display all the different variable names. Or, you can list all the variables and stuff in the
netCDF file usinghcdisp:

>> ncdisp(’fields_biogem_2d.nc’)

Having, by one means or another, identified the name of the variable you are interested in, you
can recover its ID and then the data itself, for examplegfor_temp (surface air temperature):

>> varid = netcdf.inqVarID(ncid,’atm_temp’);
>> data netcdf.getVar(ncid,varid) ;

In loading in the variable, you end up with a multi-dimensional array — 2 spatial dimensions
and if you have more than time-sliceof data saved, 1 temporal dimension (and if you loaded in
the BIOGEM 3D netCDF file, you end up with a 4-dimensional arrafJATLAB reports the
size of the array in th@vorkspace window (depending on which column display options you have
selected). In the example here, which took the experirBeatIPLE. worjh2.Caoetal2009.RCP6pO0,
the array for atmospheric temperature is reported as 36x 8.” so the last of the 8 time-slices
would be accessed as:

S5Note that if you have not selected any data columns, then all the plotting icons are disabled and greyed out in the
PLOTS tab.

6]t also turns out that the order of dimensions for a variable read IMAJLAB |, is the opposite of the order listed
in the Variable window of Panoply.

“Although note that ifPanoply, it is reported asitm_temp(time=8, lat=36, lon=36).



188 Chapter 15. Introduction to model results analysis
data(:,:,8);

>> data_last

or

>> data_last = data(:,:,end);

Panoply reports variables in the tBEOGEM 3D netCDF file as having dimensions ofinfe,
zt, lat, lon) (e.g. (time=13, zt=16, lat=36, lon=36)) wher@dATLAB reads itin the reverse order.
For instance, if we load in the (3D) ocean temperature field:

>> ncid = netcdf.open(’fields_biogem_3d.nc’,’nowrite’)
>> varid = netcdf.inqVarID(ncid,’ocn_temp’);
>> data = netcdf.getVar(ncid,varid);

and then type:

>> size(data)
ans =
36 36 16 13

we get an array orientated dsr, lat, zt, timé.2 The final time-slice would hence then be accessed:
>> data_last = data(:,:,:,end);

with data_last now becoming a 3D array with dimensionar, lat, z).

There are three key things to remember at this point:

1. Firstly, the depth levels are read such that indes the surface, andé is the deepest
ocean depth level (in this case, otherwise &)is

2. For the lon-lat part —¢n, lat) equates taows vs. columnsin MATLAB , and hence if
you were to plot e.g. the surface ocean slice:

>> imagesc(data_last(:,:,1));

you will end up with the plot on its side, with latitude along thexis and longitude on the
y-axis.

You can exchange rows and column®ATLAB with thetranspose operatafsee program-
mingMATLAB book):

>> imagesc(data_last(:,:,1)?);

but ... this still leaves you with an up-side-down plot, becddg&LAB reads from the first
row down, whereas in latitude, you are expecting to read from -90 degrees up (towards the N
pole). f1ipud accomplishes the final transformation:

>> imagesc(flipud(data_last(:,:,1)’));

8ztis the depth level in the ocean.
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3. The final complication is thahuffin netCDF output uses a special value to represent an
invalid or null number, e.g. for ocean temperature where the grid point is land (and an ocean
temperature value would have no meaning). In the netCDF definBianoply is told what

the special number is, hence it shows land in grey when plotting ocean variables.

Panoply reports this asnissing_value = 9.969209968386869E36.

There is no easy way (that | can see!) to §XTLAB to deal with this for you, so you need
to search and replace this value, e.g.:

>> null=9.969209968386869E36;
>> data_last(find(data_last==null))=Nal;

which searches for this null value and replaces it witiha#i (so that now it can be simply
plotted).

Once you are done accessing data, it is good practice to close the netCDF file after you are done
with it:

>> netcdf.close(ncid);

The question then remains: what do you actually 'do’ with iIMATLAB ?

Plotting sections

For a quick look-seeimagesc (as per above) is handy.
For more advanced plotting (and for presentation) — refer tarthdabananas MATLAB pro-
gramming text.
As per above, horizontal (lon-lat) fields can be extracted from@@DFoutput by:data(:, :,time)
and from 3D bydata(:, :,zt,time). Obviously, you could also extract lon-depth véata(: ,1at, : ,time)
and lat-depth viadata(lon, :, :,time).
Anomalies (with time) are createdata(:,:,:,time2)-data(:,:,:,time2).

Typically, except a little trial-and-error in extracting the dimensions you want, and also in cor-
recting the orientation of the matrix or resulting plot.

Calculating inventories

Often, the inventory (total mass or number of moles) of the ocean or atmosphere is useful to know,
particularly as a function of time. For the ocean (or atmosphere) as a whotenthserieutput
files report this (alongside the mean global concentration).

You can also calculate this witlATLAB from the netCDF output. Fields of ocean concen-
tration are saved in the 3D output (and atmospheric concentrations in the 2D output). To convert
concentration in the ocean, in unitsmblkg’1 you’ll need to know the mass of each ocean cell, in
units ofkg.

When saving using save option or 99%, you save the 'physics’ of the ocean model, which is
actually mostly just the grid information, such as cell area, thickness, latitude and longitude edges
and midpoints, depth edges and mid point. Also saved are the masses and volumes of the grid of
cells. So to derive an array of cell tracer inventories from an array of concentrations, and the array
of cell masses (variablenys_ocn_M), you'd write:

9Parametebg_par_data_save_level — see earlier.
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varid = netcdf.inqVarID(ncid,’ocn_temp’);

data = netcdf.getVar(ncid,varid);

varid = netcdf.inqVarID(ncid, ’phys_ocn_M’);
mass = netcdf.getVar(ncid,varid);

inventory = data(:,:,:,time).*mass(:,:,:,time);

Before summinginventory to determine the global total inventory, you will, as before, have to
deal with the null values (converting themaN) and then deal with the presencelaiis in the
array when summing ...

The advantage of doing the calculationdMATLAB (despite being provided with the global
mean and inventory in the time-series files) is that you could calculate the inventory of a tracer
(/substance) for just the ocean surface, or just a specific region of band of latitude. Or you could
calculate the mean concentration for just a specific region of the d€ean.

199 calculating mean concentrations, you'll need to volume or mass weight the concentrations, and hence still need
to use one of the physics variables.



Themuffinplot suite of MATLAB functions provides a means of plotting a variety of output repro-
ducibly (by means of saved parameter file) and with the potential for automation (i.e. automatically
generating the same analysis for a large number of different experiments).

The functions comprising this software suite include:

plot_fields_biogem_2d— lon-lat plots from the 2biogemoutput.
plot_fields_biogem_3d_i— lat-depth plots from the 3Diogemoutput.
plot_fields_biogem_3d_k— lon-lat plots from the 3iogemoutput.

plot_fields_ccd— analsysis of the 'CCD’ (from bothiogem 2D andsedgem2D output).
plot_fields_sedgem_2d— lon-lat plots from the 2¥edgemoutput.

plot_histc_2d— a generic color-coded histogram function.

plot_sedcore— down-core plots fronsedgemsedcore output.

plot_timeseries_biogem— time-series plots frorbiogemtime-series output.

Note that at this current time, there is no facility for lon-depth plotting.

Most of the plots also perform additional functions (which can be generally disabled if not
wanted), such as plotting and saving zonal or depth profiles, plotting difference maps, plotting
and labelling data on maps and carrying out model-data fit statistics and plotting, extracting model
values at data locations.

The following sections provide an overview and examples of such plotting and analysis.



16.1

16.2

192 Chapter 16. muffinplot

Installation

muffinplot can be obtained frorgithub. If you do not have ait client on your computer (and
hence can clone the repository locally), then simply download an archive of the codec(fam
or download — pick Download ZIP).

When you unpack (or clonenuffinplot, you should see 3 directorieExAMPLES, andMASKS,
source, a series ofm files, and a single lonelys graphics file €olorscales.ps). The.m files are
split into filenames with or without the lab&TTINGS — the ones without are code filesifictions,
and the ones with the wosETTINGS in their filename, contain parameter settings for plotting.

By default (the parameters can be changed if you wish), wherever you rumuffaplot
plotting function from, requires that you have a subdirectory callgenie_output, where you
will place the (completejnuffin experiment output directories (i.e. the contents@énie_output
should look like the contents afenie_output on your cluster accouht If you do any model-data
analysis, by default, a directobATA is also expected. Mask files reside in askS subdirectory
of themuffinplot installation, or in your current directory, or anywhere in MATLAB path.

The simplest option might be to unpack/clanaffinplot to a directory containinggenie_output
and hence all your experimental results directofiésother words:

1. Create some local directory e.g. calREgULTS.
2. Create a subdirectory RESULTS calledcgenie_output.

3. Drag your experiment results folders across into the subdirectgryie_output, as per the
directory structure on the cluster. (Or drag the archived files and unpack them.)

4. Installmuffinplot in the RESULTS directory.
5. Change thMATLAB working directory taRESULTS.

The plotting functions are run simply by typing their name and passing a list of parameters
(comma-separated, with the complete list enclosed in parentheses). By defasdtites files
need to be in the same directory as you are runninduhetionsfrom, or in one of theMATLAB
paths. Results are saved to a subdirectory that by default is eathge, which will be created for
you if it does not already exist.

All the plotting functions provide some manner of 'help’, that can be obtained by typing at the
command line:

>> help FUNCTIONNAME
whereFUNCTIONNAME is the function name (as per listed above).

Time-series plotting

Themuffinplot functionplot_timeseries_biogem.m provides a facility to ploBIOGEM time-series
(res) output® You can useMATLAB help on the function name to detail the parameters that need
to be passed (and examples).

LAlthough you do not need to cgpll the results over ... just the experiments that you wish to plot up.

2However, themuffinplot functions do not have to be run from the same directory that you are in — you can install
them somewhere convenient, and then WIATLAB set to a directory containing @agenie_output experiment
results directory, you can:
» addpath (PATH)
wherePATH is the path to the directory wheneuffinplot is installed.

30Obviously — there are lots of different and easy ways of plotting plain text output in the form of a simple column
format.
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The plot_timeseries_biogem plotting function plots a basic set of time-series variables by de-
fault. It then, enables a set up up to 3 additional variables to be plotted. It is also associated with a
file of parameter valueglot_timeseries_SETTINGS.m by default) for fine-tuning plots.

The plotting function requires a list of parameters to be passed in the argument list, i.e.:

>> plot_timeseries_biogem(PAR1,PAR2,PAR3, ... PARn)

These are, in order:

1.
2.

3.

»

© o~

10.
11.

12.

PEXP1 —string — the (first) experiment name.

PEXP2 — string — is the name of the 2nd (optional) experiment. If no second experiment is
selected, then a null string value must be passed;’i.e.,

PTMIN —real — minimum plotted time X-axis).

PTMAX —real — maximum plotted timex-axis).

PDATA1 —string — time-series variable name for additional data to plot.

Omit the biogem_series_’and’.res’ parts of the filename.

Leave blank, i.e., ”, for no additional data panel.

PDATA1N —integer— the column number of the data in the time-series file.

PDATA2 — string — time-series variable name for additional data to plot.

PDATA2N — integer— the column number of the data in the time-series file.

PDATA3 — string — time-series variable name for additional data to plot.

PDATA3N — integer— the column number of the data in the time-series file.

POPT — string— The string for an alternative plotting parameter set.

If an empty (°*) value is passed as this parameter, then the default parameter set file is used.
PNAME — string— The string for an alternative filename.

Note that if an empty value is passed as this parameter, then a filename is automatically generated.
A simple example usage would be:

>> plot_timeseries_biogem(’myexperiment’,’’,0.0,10000.0,’,0,°’,0,%,0,%,%?)

wheremyexperiment is the name of the 1st experiment, followed by and empty stripo@icating
no second experiment. The results are to be plotted from 0.0 to 10000.0 years (the 2 following
parameters.0,10000.0). Then, no additional (maximum 3) optional parameters are requested,
and hence the next parameters passed’ae;’’,0,’,0. Finally, the default plotting parameter
set is required, and no specific alternative filename is ot be used, accounting for the final 2 empty
strings passed.

By default,plot_timeseries_biogem plots 2 panels of data, both with 2 (LH and RH) axes:

1.

3.
4,

Atmospheri€€O,. Note that if the experiment was n@O,-enabled (i.e. not run with a global
carbon cycle), a warning is given and 'fake’ data (actually, random numbers) is plotted.

. Atmospheri®d'3CO,. Note that if the experiment was ndt*CO,-enabled (i.e. not run with

a global carbon cycle), a warning is given and 'fake’ data is plotted.
Atmospheric temperature (as a global mean, annual average).
Fractional (percentage) sea-ice extent.

Additional model outputs can then be added by listing them in the function call. For example, to
also plot the global overturning strength, which is contained in theitigem_series_misc_opsi.res,
you would add’misc_opsi’, 3%, where the3 indicates the 3rd column of data in the file is to be

4Don't forget that you omit thebBiogem_series_’ and’.res’ parts of the filename.
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plotted, which in this case is the global maximum overturning value (and the 2nd column is the
minimum value). The complete line looks like:

>> plot_timeseries_biogem(’myexperiment’,’’,0.0,10000.0, ’misc_opsi’,3,”’,0,’2,0,%’,7?)

By default, the plotted variables are all auto-scaled. To specify the y-axes, you will need to
edit the plotting settings parameter filgot_timeseries_SETTINGS.m. For the default plotted 4 results
variables, the minimum and maximum y-axis limits are specified in the section:

axis_pC02min = 0.0;
axis_pCO2max =

0
0
axis_d13Cmin = 0.
0
0
0

axis_d13Cmin =
axis_Tatmmin =

H

b

O O O O O

axis_Tatmmin = O.
axis_icemin = 0.0;
axis_icemin = 0.0;

H

The default zero values here, tell the plotting function to create an auto-scale for the’yFalis.
lowing this in the parameter file, are the settings for the optional variable plotting:

axis_datal_min = 0.0;
axis_datal_max
axis_data2_min =
axis_data2_max =

O O O O

axis_data2_min =
axis_data2_max = 0.0;

Note that if you want instead to copy and rename and then edit this settings file, you will need to
pass the new (non-default) filename when calling the plotting function. For example, if you created
a new parameter settings filettings_NEW.m , then thefunctioncall would look like:

>> plot_timeseries_biogem(’myexperiment’,’’,0.0,10000.0,%’,0,°?,0,’?,0,’settings_NEW’,’’)

Spatial plotting
Overview
4 of themuffinplot plotting functions provide spatial (2D) plotting capabilities:

e plot_fields_biogem_2d
Plot a 2-D field from‘fields_biogem_2d.nc.

e plot_fields_biogem_3d_i
Plot a vertical-meridional (2-D) slice through the ocean (i.e., all cells have the séomyi-
tudinal) coordinate value) froniields_biogem_3d.nc.
Options are provided for averaging longitudinally over a supplied mask, which may be the
entire ocean and hence giving a global meridional cross-sectional mean, of a specific ocean
basin, or may be a single cell 'wide’ longitudinally and take a meandering path hence simu-
lating an ocean transect. An option is also provided to overlay an ocean circulation stream-
function.

SNote the units of atmospher@0, asuatm
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e plot_fields_biogem_3d_k.m
Plot a horizontal slice through the ocean frofalds_biogem_3d.nc.
An option is provided for overlaying ocean circulation (velocity fields). Water column in-
tegrals can also be calculated and displayed, as well as benthic surfaces, and the function
can also determine the spatial distribution of the maximum or minimum value occurring any-
where in the water column (or portion of the water column).

e plot_fields_sedgem_2d
Plot a 2-D field from:fields_sedgem_2d.nc.

All 4 plotting functions can also overlay observed data and create difference (anomaly) maps
— either between different experiments, time-slices, or variables, or between model and data and
provide summary statistics regarding the difference.

Argument (parameter) list
All 4 plotting functions share exactly the same format of param@fgssed in the argument list:

>> FUNCTIONNAME(PAR1,PAR2,PAR3, ... PARn)

i.e. take a (long!) list of parameters. These are (in order):
Firstly, a series of parameters for defining experiment, variable, and year:

1. PEXP1 —string— is the name of the 1st (main) experiment. A results directory with the same
name must exist in the directoegenie_output’.

2. PEXP2 — string — is the name of the 2nd (optional) experiment. If no second experiment is
selected, then a null string value must be passed;’i.e.,

3. PVAR1 —string — is the name of the 1st (main) variable. If no valid variable value is given, a
list of valid variable names will be printed ofit.

4. PVAR2 —string— is the name of the 2nd (optional) variable. If no second variable is selected,
then a null string value must be passed, i’.,

5. PT1 —real (or integel) — is the value of the 1st (main) time-slice. If no valid variable value is
given, a list of valid variable names will be printed Sut.

6. PT2 —real (or integen — is the value of the 2nd (optional) time-slice. If no second time-slice
is selected, then enter.1°

Then there are 2 parameters for plotting sub-sets of the 2D or 3D data (essential for 3D data
which cannot be usefully visualized in raw form):

1. PIK —integer— varies in its interpretation and is discussed below.

2. PMASK — string — is the name of an optional (2D) mask. A null string (ust be passed
if no mask is requested. A file with the same name (plus an extensiopmust exist in
the directoryMASKs!L, The interpretation of this parameter differs slightly between functions
(below).

Next come options for plotting scale control:

Sparameters can be in for form of strings, in which case they must be given as a series of characters enclosed in
inverted commas; as real numbers, €.999.5 or 9.995E2; or integers, e.g2, 10.
7Or alternative directory if the default file path settings have been changed.
8As a string, the value must be encased in inverted comthas:
9As sedgemdoes not save multiple and/or time-specific data, a dummy value (anything) is entered here.
10As sedgemdoes not save multiple and/or time-specific data, a dummy value (anything) is entered here.
11or alternative directory if the default file path settings have been changed.
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1. PCSCALE —real (or integel) — is the scale factor for the plot. For example, to plot in micro

molar (umol kg-1) units, enterfe-6. The plot is auto-scaled if a value of zerw. () is

entered.

PCMIN —real (or integel) — is the minimum scale value.

PCMAX —real (or integen — is the maximum scale value.

4. PCN —integer— is the number of (contour) intervals between minimum and maximum scale
values.

W

Finally, there are 3 parameters for: specifying discrete (observed) data to be plotted (and an-
alyzed against model projections), for specifying the plotting parameter file to be used, and for
substituting an alternative filename for all the output:

1. PDATA — string — is the filename containing the an overlay data set, which must be format-
ted as separated columns. The precise number and type of columns varies between different
functions and also the plotting options chosen, and are hence discussed later. The full file-
name of this file must be giy including any extensions (e.gat , .txt). This parameter must
be passed assdring; leave blank, i.e.’, for no overlay data.

2. POPT — string — is them-file filename (excluding then extension) containing the plotting
options GETTINGS). This parameter must be passed as a string; leave blank, i grder to
load the default filedlot_fields_SETTINGS).

3. PNAME — string — is the string for an alternative series of output filenames. This parameter
must be passed as a string, e!@xperiment2’. If an empty (i.e.;’) value is passed to this
parameter then the output filenames will be automatically generated.

The basic parameter list for all 4 plotting functidass hence:

>> FUNCTIONNAME (PEXP1,PEXP2,PVAR1,PVAR2,PT1,PT2,PIK,PMASK,PCSCALE,PCMIN,PCMAX,PCN,PDATA,POPT,PNAME) ;

Function specific interpretation of PIK and PMASK

A note on the different behaviour of 2 of the passed parameters, depending on whcih plotting
function is used PIK, and to some extenPMASK, have quite different interpretations depending
on the particular plotting function used:
1. plot_fields_biogem_2d
(a) PIK — is the maximum depttk] level that will be plotted, i.e. all depth levels deeper
thanPIK will be excluded. This is useful for plotting a variable only for the 'deep’
ocean (rather than the ocean overlaying all ocean depths) for example. This value also
provides an alternative way of creating a mask, and only valugdexs than of equal
to the passed value will be plotted.
(b) PMASK — is the name of an optional (2D) mask. A null string fnust be passed if no
mask is requested. (Shallow depths could also be excluded from the plot by means of a
mask rather than settirgIK.)
2. plot_fields_biogem_3d_k
(a) PIK — the depth¥) level to be plotted. Note that the levels are numbered from a max-
imum value designating the surface, to 1 for the deepest ocean level. Typically, max-
imum values for the number of ocean levels arg.g. Ridgwell et al.[2007]) or 16

12Note that forplot_fields_sedgem_2d several of the parameters are redundamniust still be included (typically
as zeros). This is in order to retain a common parameter list format between all the different plotting functions.
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(e.g.Cao et al.[2009]).
Non ocean levek values have special meanings here:
i. 0
A zero will result in a water column integral being plotted. With data, the model-
data is carried out on the grid as a whole.
i -1
Will result in the benthic surface being plotted.
(b) MASK — is the name of an optional (2D) mask. A null string (ust be passed if no
mask is requested.

3. plot_fields_biogem_3d_i

(a) PIK — the longitude-depthi] slice through the ocean to be plotted.
Non longitude grid point values have special meanings here:

I. O
A zero will result in a zonal mean being plotted. With data, model-data comparison
is conducted at the specific data locations, rather than vs. a zonal mean model
value.
i -1
| have forgotten what this does ...
(b) MASK — is the name of an optional (2D) mask. A null string (nust be passed if no
mask is requested.
For example: if the mask is of the entire oceanagk_worbe2_ALL.dat), the result is
a global meridional cross-sectional mean.
If the mask is just of a single basin such as the Atlamtisk_wor jh2_Atlantic.dat),
the result is the Atlantic meridional cross-sectional mean.
Masks can also be constructed that are only a single cell wide longitudinally, but which
take a meandering path following an ocean trariSect
The trivial usage would be to construct a mask consisting of a vertical lins efthe
result is equivalent to setting an appropriatealue inPIK.

4. plot_fields_sedgem_2d.m iS an exception as it does not (currently) use either parameter.
PIK must be entered as(any integer will do in fact), an@MASK as’’.

The mask itself (ifPMASK contains a mask name) is a 2-D array of model grid points (on the
BIOGEM grid) in the form of a simple ASCII file. A value oft’ represents a vertical column of
ocean cells to include, whereas a valoiewill exclude all cells in the water column at that particular
grid point. Examples of some masks can be found irMAeKs subdirectory omuffinplot .

13e.g., as inmask_worh2_GEOSECS_WATL.dat
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Basic usage

What follows are some basic and quasi random examples, just to illustrate a simple use of the three
main plotting functions.

1. Surface ocean temperature
Surface ocean temperature can be plotted in 2 ways — via the 2d plotting function (but only
if the surface tracer properties fields have been saved, as these are optional), or via the 3d
plotting function.

Year: 9999.5 / Data ID: ocn sur temp

Latitude
o

plot-fields-biogem-2d / on: 171031

0
Longitude

Figure 16.1: Example basic (default) surface temperature plot.

For example:

>> plot_fields_biogem_2d ...
(’EXPl’,",’ocn_sur_temp’,",9999.5,—1,16,”,1.0,0.0,30.0,30,”,”,’examplela’);

plots from the experimer#XP1, the variablexcn_sur_temp for time-slice9999. 5 (the mid-

point time of the final year of a 10,000 year experiment). The color scale isdroro 30. 0,

with no re-scaling 1. 0), and30 color intervals in the scale. The defaS#fTINGS parameter

file is used, and the default filename string replaced withmplela. The only other thing

to note, is for parameteIk, a value of16 is set — corresponding to the ocean surface. See
Figurel6.1

Note that in this example, the variabten_sur_temp is assumed. However, the model
results variablecn_sur_temp is not always saved iBIOGEM 2D netCDF output. If the
requested variable, such asn_sur_temp does not exist, or is mis-speMATLAB will

pause and provide a warning. It will then list all the variables in the netCDF file that it can
find and wait for a new variable name to be inputted. For instance, a variable that is always
saved inBIOGEM 2D netCDF output i:tm_temp (surface air temperature) and could be
substituted in the plot. Also note that time (the time-slice year to be plotted) is similarly
handled — if the specific time-slice value does not exist, a list of all possible time-slice years
are provided and a substitute value requestddAELAB pauses and wait for your input.

To add contours, in the defallETTINGS parameter file (or a copied and re-named version
thereof), adjust the following line:

contour_plot = ’y’; % [ ’y’] OVERLAY CONTOUR PLOT?

The results of this are shown in Figuté.2
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Year: 9999.5 / Data ID: ocn sur temp

Latitude

plot-fields-biogem-2d / on: 171031

T 1
920 180

T T
-180 -90

0
Longitude

Figure 16.2: Example surface temperature plot, with contours.

Refinements to the contouring can be done by changing the lines:

contour_mod = 1; % [ 1] NUMBER OF COLOR INTERVALS PER CONTOR
contour_mod_label = 5; % [ 5] NUMBER OF LABELED CONTOURS PER CONTOUR
contour_label = ’y’; % [ ’y’] LABEL CONTOURS?

contour_dashneg = ’n’; % [ ’n’] PLOT NEGATIVE CONTOURS DASHED?

(these are the more commonly used refinements).

Here: contour_mod determines how many color intervals per contour interval, which in the
previous SST plot example, was. So a value ofl will give you 30 contours — one every 1
degree C. And a value afwill give you 6 contours — one each 5 degrees C.
contour_mod_label then determines whether you want the contours labelled or not. The
answer (parameter value) to be the charagter n, as a string (i.e. in inverted commas).

If you elect to have contour labelsentour_mod_label determines how frequently to label
the contours. A value df labels every single contour. A value®fabels every other contour.

So for instance, if you sefontour_mod=5 andcontour_mod_label=2 in the previous SST
example, you get a contour evedyegrees C, and a temperature label eu@rgegrees C.

Alternatively, using 3d plotting, you could plot the ocean surface temperature field as follows:
>> plot_fields_biogem_3d_k ...

(’EXP1’,°?,%ocn_temp’,’’,9999.5,-1,16,°?,1.0,0.0,30.0,30,°,°, *exampleic’);

The main things that change here are firstly the variable name -eaowemp, and secondly
because this is a 3D ocean field, we need to specify what ocean model level we want to plot
—this is where the integei6 comes in and corresponds to the inpIK, as discussed earlier.

The resulting plot will be identical to Figurks.1

2. Global zonal average temperature profile
To keep with ocean temperature, we can useplhe_fields_biogem_3d_i function to
plot the global zonal mean (lat-depth) profile (rather than horizontal, surface slice):
>> plot_fields_biogem_3d_i ...
(’EXP1’,°’,’0cn_temp’,’’,9999.5,-1,0,’,1.0,0.0,30.0,30,°’,7’, ’example2a’);
The only significant change as compared to before, is settindoa input parametepPIK
(again — see earlier). The results is shown in Figl

3. Pacific dissolved oxygen profile
As per choosing ocean levels-yalues) in the lon-lat plotting, you can also specify a specific
longitude for creating a lat-depth section rather than calculating and plotting a global zonal
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Data ID: ocn-temp /i =0

o

Depth (km)

IS
L

plot-fields-biogem-3d(i) / on: 171031

-90 -60 -30 30 60 90

0
Latitude

Figure 16.3: Zonal mean global ocean temperature profile.

mean. e.g. Figur&6.4was created by:

>> plot_fields_biogem_3d_i ...
(’EXP1°,’?,%0cn_02’,77,9999.5,-1,10,7,1.0E-6,0.0,300.0,30,”?,?’, ’example3a’) ;

The chosen section is somewhere in the Pacific, along a line of longitude (whatever corre-
sponds toi=10 on this muffin model grid ... | guess about 165W ...). Here, the variable

to be plotted has also been changeska_02'°. Because the units of dissolved oxygen are
much smaller than for temperature (in degrees C), the plotted scale has also been changed —
from 0 to 300umolkg ! rather than the netCDF variable unitsmablkg. To achieve this
re-scaling, a units scaling value bfOE-6 is specified for paramet@CSCALE.1®

Data ID: ocn-02 /i = 10

N =
N L

Depth (km)

B8EEEEEEEIREENNEREEIREE

IN
L

plot-fields-biogem-3d(i) / on: 171031

-90

Latitude

Figure 16.4: Ocean oxygen profile on a Pacific transect.

4. Atlantic zonal mean dissolved oxygen profile
So far, with the exception of plotting a gridded cofild and a contoured field at the same
time, all these examples can also be don@amoply. One difference, is the ability in the
muffinplot suite of MATLAB functions to apply masks — isolating geographical regions or
even single points. In thelASKS directory, are a series of example ASCII mask files, mostly
for the 2 (8- and 16-level ocean) modern published configuratiomsudfin. For instance,
mask_worjh2_AtlanticALL.dat has all the grid points in the entire Atlantic basin assigned a

value of 1, with 0 everywhere else. If we apply this first to the surface ocean dissolved
oxygen field:

14Als0 turning on the contour plotting.
15You'll need a biogeochemsitry enablbdse-config

16Note that the scaling specified is as the new units relative to the old units —-imeoékg ! relative tomolkg1 and
hence 10%. ALSO NOTE thatPanoply does it the other way around ... :(
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>> plot_fields_biogem_3d_k ...
(’EXP1°,°’,%0cn_02,7,9999.5,-1,16, ’mask_worjh2_AtlanticALL.dat’,1.0E-6,0.0,300.0,30,
72 2 Jexampleda’);

we obtain Figurel6.5

Data: ocn O2/ Level (k) = 16
90

= -
60 = 280
B

=

%o

304 %
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5o
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“

L
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Latitude
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plot-fields-biogem-3d(k) / on: 171031
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-90 T
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0
Longitude
Figure 16.5: Distribution of surface ocean dissolved oxygen in the Atlantic.

Here, itis clear how the masked has been applied and all the ocean falling outside of the mask
is plotted as white (no data).
We can also apply a mask field to the zonal average plot:

>> plot_fields_biogem_3d_i ...
(’EXP1°,°’,%0cn_02,7,9999.5,-1,0, ’mask_worjh2_AtlanticALL.dat’,1.0E-6,0.0,300.0,30,
72,2 Jexampledb’);

(Figure16.6
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L

plot-fields-biogem-3d(i) / on: 171031
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Figure 16.6: Mean zonal ocean oxygen profile in the Atlantic.

16.3.2 Example analysis

An set of MATLAB m-file functions are provided that define a series of different generic and basic
experiment analysis and plottings, wittioke_analysis_ALL.m provided as a template for carrying
them all out in one go. Obviously, the individual aggregate plotting functions can be edited, added
to, or with unwanted or irrelevant plots, commented out or deleted — treat these all simply as tem-
plates for developing your own analysis strategy (as well as viewing the associated configuration
files as illustrations of the function/use of some of the different further plotting ogtipns

The aggregate plotting functions are as follows:

17Also covered in a subsequent sub-sub-section.
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4,

. fun_make_analysis_phys.m

This encompasses a basic set of analyses of ocean circulation and climatology.
The script is written as function and requires just two parameters to be passed as input:
(a) The experiment name.
(b) The (mid-point of the) year of the time-slice to plot.
In the example of an experiment callegkP1’, and plotting the last annual time-slic€©09 . 5)
from a 10,000 year model run, the function is hence called:

fun_make_analysis_phys(’EXP1°,9999.5);

. fun_make_analysis_geo.m

This encompasses a basic set of analyses of ocean (abiotic) geochemistry and ocean acidifi-
cation related variables and metrics.

. fun_make_analysis_bio.m

This encompasses a basic set of analyses of marine biological fluxes and biologically related
properties.

fun_make_analysis_ALL.m

Aggregates all the above functions (i.e., calls all 3).

To run these example analysis — either copy all the files contained ixAhéPLES subdirectory,
to your working directory (e.gRESULTS as per the previous example). Then type &qg..

fun_make_analysis_ALL(’EXP1’,9999.5);

OR, add the path to thexAMPLES subdirectory, e.g.

addpath(’Y:\_git\muffinplot\EXAMPLES’) ;

but obviously depending on quite where you instateaffinplot .

Further refinements

A number of additional options for exerting finer control over the plotting are provided as a block
of parameters and (default) values in the m-file itself, in a section immediately after the commented
help and change-log at the start of the m-file. Not all the options are relevant to all the plotting
functiong®, but the full list (and then defaults in bracket) is as follows:

1.

2.

lon_min = -180; [-180] STARTING LONGITUDE FOR X-AXIS

Sets the longitude of the left-hand edge of the plot.

delta_lon = 90; [ 90] INCREMENT OF LONGITUDE ON X-AXIS
Sets the longitude tick increment.

contour_plot = ’n’; [ ’n’] OVERLAY CONTOL PLOT?

Overlay line contours on the color block plot?

contour_mod = 2; [ 2] NUMBER OF COLOR INTERVALS PER CONTOR
Number of color graduations per line contour.

. contour_mod_label = 4; [ 4] NUMBER OF LABELED CONTOURS PER CONTOUR

Number of color graduations per labeled line contour.
contour_label = ’y’; [ ’y’] LABEL CONTOURS?
Label the line contours (frequency of labeled contours setdayour_label.

18Note that if you did not run with ocean biogeochemsitry (but rather climate-only), not all the plotting functions will
run and you will have to restrict this default analysistah_make_analysis_phys (’EXP1’,9999.5) ;
195ee 'help’ on a specific plotting function for details of the relevant options in the parameter block.
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7. contour_noneg = ’n’; [ ’n’] RESTRICT DATA PLOTTED TO > 0.07
Restrict the plotted values to non-negative? (Can be useful if slightly negative values exist as can
occur during tracer transport associated with large concentration gradients.)
8. plot_logli0 = ’n’; [ ’n’] PLOT LOG10 OF THE DATA
Plot data values as log10(value)?
9. contour_zero = ’y’; [ ’y’] PLOT ZERO CONTOUR
Plot the zero contour?
10. colorbar_old = ’n’; [ °’n’] PLOT ’0LD’ COLORBAR
Plot old style colorbar.
11. data_offset = 0.0; [ 0.0] data offset (273.15 for K -> C)
Introduce a data offset? This is useful for example for converting K to degrees C (removing the K
value of 0 degrees C).
12. data_ij = ’n’; [ ’n’] DATA as (i,j)7?
Overlay data in the form of (i,j) locations rather than longitude,latitude?
13. data_ijk = ’n’; [ ’n’] DATA as (i,j,k)?
Overlay data in the form of (i,j,k) locations rather than longitude, latitude, depth?
14. data_ij_mean = ’n’; [ ’n’] average DATA by cell?
Average overlay data peGENIE grid cell rather than plotting raw locations.
15. data_ijk_mean = ’n’; [ ’n’] average DATA by cell?
Average overlay data peGENIE grid cell rather than plotting raw locations.
16. data_size = 25.0; [25.0] SIZE OF OVERLAY DATA POINTS
Size of the overlay data points.
17. data_anomoly = ’n’; [ ’n’] PLOT AS MODEL-DATA ANOMOLY ONLY?
Plot data locations with the model-data anomaly rather than data value?
18. data_only = ’n’; [ ’n’] PLOT ONLY DATA (no model values)?
Plot only the overlay data locations (and not any model data)?
19. data_site = ’n’; [ ’n’] PLOT DATA AS SITES (no data values)?
Plot labeled site locations (no data value fill).
20. plot_land = ’n’; [ ’n’] PLOT DATA OVER LAND?
Plot data locations lying over land on tb&ENIE grid (rather than screen out)?
21. data_uv = ’n’; [ ’n’] overlay (u,v) velocity data?
Overlay ocean current fields.
22. data_uv_scale = 1.0; [ 1.0] scaling factor for vector length
Scaling factor for velocity vectors.
23. plot_opsi = *’; [ ’’] PLOT OVERTURNING STREAMFUNCTION (basin)?
Plot overturning streamfunction overlay?
24. plot_opsi_min = -15; [ -15]; plot_opsi_max = +15; [ +15]; plot_opsi_dminor = 1;
[ 1]; plot_opsi_dmajor = 5; [ 5]
Controls on min, max and (major and minor) contor intervals.
25. dscrsz = 0.60; [0.60] FRACTIONAL FIGURE WINDOW SIZE
Adjustment factor of the fractional size (compared to the screen) of the figure window.

Further refinements: Examples

Examples:

1. To plot the positions (and labels) of data locations:
plot_fields_biogem_3d_k(’cgenie_output’,’120926.SPIN’,’’,49999.5,-1, ocn_temp’,’’,”’,
16,1.0,10.0,40.0,30,”’, ’sites.dat?)
where the experiment name1i20926 . SPIN, the mapped variable t&n_temp (although no
model field need be plotted — set by an option in the plotting function itself, and the file of
data locations isites.dat.
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Figure 16.7: Paleocene-Eocene deep-sea sediment drill locations together with a contour-overlain
map of surface temperature.

16.3.4 Time-series plotting
16.3.5 Sediment model output analysis
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17.1 Data re-gridding
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17.2 Miscellaneous data processing
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18.1 muffingen basics

18.1.1 overview of the muffingen software

muffingenis a collection ot MATLAB functions that can create all the configuration files (exclud-
ing optional climatic and biogeochemidalrcing fields) required by the cGENIEYW(uffin) Earth
system modelmuffingen is designed to take the output from a fully coupled GCM, particularly of
past climates with different continental configurations, and re-grid the output needed foythe
fin model, in the form of files of boundary conditions, all saved in their respective correct format.
Howevermuffingen can also be used to draw conceptual alternative Earths (in terms of continental
configuration). Again, saving the requiretuffin files in their appropriate formats.

As aMATLAB code, (only) very basic familiarity with usindATLAB at the command line
is required. And a copyl/license of tiATLAB software ... A sufficient grasp aWIATLAB
can be gained by going through the following sections/subsections ohtntalbananas text-
book, which can be found oGitHub (look for the PDF file compiled form the latex source —
BANANAS.pdf):

e Section 1.1 — ThMATLAB interface and command line.
e Section 1.6 — Changing directories and file search paths.
e Section 2.2 — Usinfunctions... of whichmuffingen is one.

18.1.2 Installing muffingen
Themuffingen code is hosted on GitHub:

https://github.com/derpycode/muffingen

There are 2 ways to get your mitts on tmeiffingen code:

1. By downloading an archive file, containing all the code etc. For this — click omyreen
Clone or Download button, and seled@ownload ZIP.
You then unpack/unzip the files and directory structure where you want it.
This [archive download] is a perfectly workable way to proceed

2. Or you carclonethe repository to where you intend to romuffingen. Note that you will
need a git client installed on your computer. There are GUI clients for git, or this can be done
at the command line:

$ git clone https://github.com/derpycode/muffingen.git

By doing this, you have created your own code repository (and an identical copy of the one
hosted on GitHub). As part of theit clone command, you also automaticaltheck out
(from your very own personal repository) a copy of the code.

Note that you download or clormauffingen to the computer that you haW¢ATLAB installed
on and will use to rumuffingen (i.e. not necessarily to the computer whereffin itself is run).

INote that this way, you will be unable to easily update the code with whatever new developments or bug fixes occur
in the future, nor can propagate back any code changes that you might have made and might want to become part of the
official muffingen code (i.e. downloading thap file becomes a one-off installation that loses its formal connection to
the GitHub repository).
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18.1.3 Running muffingen

To use thecGENIE.muffin model configuration generatonuffingen — at the command line in
MATLAB , simply type:

>> muffingen (’FILENAME’)

whereFILENAME is the name of an ASCII format configuration file (havingrefilename extension)
that specifies the required settings (see subsequent section).

This file (FILENAME.m), must either be present in the directory where you instatieffingen
(the directory where e.g. where the fileffingen.m is located) e.gC:\muffingen. In this case,
your MATLAB working directory must also be set\ muffingen. Or, theMATLAB working
directory and the fil€ ILENAME . m can reside elsewhere (both directory locations must be the same
however). In this case, you will then 'add’ the locatiomaififfingen to MATLAB ’s search path by
the MATLAB functionaddpath?.

Themuffingen model configuration generator then starts, and depending on the specific settings
in the configuration file, may require no user input, or may require user input, either because this
option was requested, or because a re-gridding issue arose that requires manual intervention to
resolve. A series of plots are created (and saved) as the configuration generation progresses together
with themuffin model configuration files themselves. All the various steps plus details of how the
contents of the configuration files are generated are reported at the command line, and saved in a n
ASCII formatx* . 1og file for future reference.

Depending on the specific configuration file settings (see latarjfingen has 4 main modes
of operation, which are summarized as follows (and described in more detail, along with specific
examples, below):

1. Configuration derivation based on re-gridding climate output from a GCM.

The most common usage wiuffingen, and enabling a new (typically paleo) configuration to
be derived from the output of a GCM experiment. Currently options for utilizing 4 different
GCMs are provided: HadCM3(l), FOAM, CESM, and ROCKE-3D.

2. Derivation based on an existing model topography ('k1’) file.
Allowing a topography to be re-created, or adapted/altered, all directly from an existing
model 'k1’ file (and hence existing model configuration).

3. Derivation based on a prescribed land-sea mask.
This option will create a new configuration from any specified land-sea mask, whether 'real’
or completely hypothetical.

4. From a blank (all ocean) initial template.
Finally, this option enables a topography to be 'drawn’ withinffingen and hence repre-
sents an interactive alternative to (3) (rather than editing a land-sea mask in a text editor).

Also depending on the specific options, and particularly whether argiotuser is set totrue,
and editor window will open, firstly for changes to the land-sea mask to be made, then later for the
ocean bathymetry to be edited. Finally, a window will open allowing ’island paths’ to be edited.
The latter may be neededrifuffingen cannot unambiguously determine them unaided.

2Refer to theMATLAB ’bananas’ text for the syntax for usingddpath.
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Configuring muffingen - overview

Whenmuffingenis run, a configuration file with a specified filenahigloaded. The configuration

file is in a simple plain text (ASCII) format, but is given.an extension, enabling the values of

a number of controlling parameter values to be set directMATLAB .* The configuration file
parameters control facets wiuffingen behavior such as the primary model of operation, input and
output filenames, what types of configuration files you want to generate, as well as there being a
number of parameters controlling the finer details of re-gridding and configuration file generation,
including whether to enable user-input or not.

The configuration files can be edited with tRATLAB editor (indeed, as an file, they are
inherently aMATLAB format file), or any plain text (ASCII) editor. They must haverafilename
extension. The configuration file is divided up into a series of sections of different parameter op-
tions. The main (most commonly used) parameters are summarized as follows (and are more fully
described later):

% *** CONFIG NAME AND MAIN INPUT SETTINGS skskskskskokskskokskskokskskokok skok ok sk ok ok ok ok sk ok ok sk ok sk k
par_wor_name
Defines the name of the model configuration. This must steilag, 8 characters long.
€.0.par_wor_name=’my_world’
par_gcm
Defines the format of the input. The string is blank for an interactive user-defined world,
i.e. par_gcm="’
See Section 16.1.3.
par_expid
Defines the name of the GCM experiment if a GCM input is selected, or.khedr
".dat’ files if those respective input formats are selected by the above option.
By default, these files live in th&lPUTEXAMPLES sub-directory.

% *kk FILE PATHS sokskskokokokokokokskosk ok sk ok sk ok sk okok ok ok ok ok o o ok sk ok ok okok ok ok sk o o o ok ok sk sk ok ok ok ok sk sk o o ok ok ok ok ok

% **% GCM netCDF FILENAMES sk kskok ok ok ok sk ok ok ok sk ok ok ok sk ok ok ok sk ok ok ok ok sk ok ok ok sk ok ok ok sk ok ok ok ok ok ok ok ok ok >k >k ok %k
% *%% GRID RESOLUTION ok skskok ok ok sk sk ok ok ok sk ok ok ok sk ok ok ok sk ok ok ok ok ok ok ok ok sk ok ok ok sk ok ok ok sk ok ok ok ok ok ok ok ok ok ok ok ok %k
— par_max_i
Defines the number of grid points in the longitude (') direction.
This is typically 36 or 18, e.gpar_max_i=36
— par_max_i
Defines the number of grid points in the latitude (’j’) direction.
This is typically 36 or 18 and is typically the same number as for the i direction, e.g.
par_max_j=36
— par_max_k
Defines the number of layers in the ocean circulation model.
This is almost always either 16 or 8, egar _max_k=16
— opt_equalarea [default: true]
This specifies whether or not an equal area grid is used/assumed. (A valuesef
results in the latitude grid being defined in equal increments of latitude).

3j.e. the single parameter passedrtoffingen when it is invoked at the command line
4Note that the parameter filename is passed as a string without the .m extension (which is implicitly assumed). An
error message will be generated if the file does not exist or has the incorrect extension.
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% *%* REGRIDDING SETTINGS sk skksk sk sk ok sk ok sk ok sk ok sk ok sk ok sk 5k ok ok sk ok ok 5k ok ok ok 3k ok k ok 3k ok 3k ok ok ok 3k ok sk ok sk ok sk ok
par_max_D [default: 5000. 0]
Sets the maximum ocean depth (in m).

% *x* CONFIG NAME AND MAIN INPUT SETTINGS skskskskskksksk sk sk sk sk sk sk ok sk sk ok ok ok ok s ok ok s ok ok s ok sk
opt_user [default: true]
Determines whethanuffingen pauses and allows user-modification of land-sea mask
and ocean depth (and island paths).

muffingen configuration examples

A series of example configurations are provided in the maurffingen directory. These illustrate
parameter settings and the primary ways of usingfingen. They also serve as useful template
parameter setting files. They are:

muffingen_settings_BLANK — Starts from a blank (‘'water-world’) all-ocean land-sea mask
template. User input (allowing continents and seafloor topography to be 'drawn’) is activated
by default.

muffingen_settings_wppcontl — Starts from a land-sea maskppcont1.dat, which is

stored in themuffingen subdirectoryNPUT.EXAMPLES. The mask defines an idealized pole-
to-pole super-continent. There is no user input by default (so no maodifications can be made,
by default), but this can be enablegh€_user=true).

muffingen_settings_drakeworld — The first of a series of 4 conceptual worlds (loosely
following the literature). As pemuffingen_settings_wppcontl, this tarts from a land-sea
mask (vordrake.dat) which is stored in thamuffingen subdirectorylNPUT.EXAMPLES. The

land fraction is minimal (as it is trying to reproduce the sort of zero-area numerical barrier
used in the literature). This configuration has a barrier to ocean circulation, from the N pole
down, with a high southern latitude gateway (a Drake Passage like feature).

muffingen_settings_eqpasworld — As above, except with an equatorial (only) gateway.
muffingen_settings_ridgeworld — As above, except with no gateway.
muffingen_settings_waterworld — As above, but with no barriers, i.e. a 'water world'.

muffingen_settings_wor0251b1 — Start from a muffin model configuration '’k1’ topogra-
phy defining file:p0251b.k1, which is stored in thenuffingen subdirectoryINPUT . EXAMPLES.

The k1 file defines a late Permian continental configuration (and bathymetry). User modifi-
cation is enabled by default (MATLAB pauses for modifications to be made), but this can
be disableddpt_user=false).

muffingen_settings_modern — Takes the continental configuration and climate simulation
output from a fully coupled GCM experiment (files in directotyow! in the muffingen
subdirectoryINPUT.EXAMPLES ) and derives fullmuffin model boundary conditions. User
input (allowing continents and seafloor topography to be 'edited’) is activated by default.
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18.3 Configuring muffin model experiments

Having created a nemuffin configuration using thMIATLAB functionmuffingen, carry out the
following steps:

1. Firstly, copy/transfer the entire configuration subdirectory (the directory with the same name
as whatever you called your 'world") and its contents, from ingffingen output directory
(e.g.muffingen/OUTPUT.EXAMPLES) on your local computer, to:

cgenie.muffin/genie-paleo
on the computer that you run tineuffin model on.
2. Create a newase-confidile. You do this by:
(a) Taking one of the templatese-confidiles:

CONFIG_template_081vl1_RO7.config
CONFIG_template_161v1_C09.config

The first being suitable for an 8-level (non seasonally forced ocean) and the second for
a 16-level (seasonally forced) ocean.
Copy/rename the file to something ... 'appropriate’ ... remembering: no spaces are
allowed in the filename, and you need to retain.thenfig file extension.

(b) There is a highlighted{<< >>>) line in the templatdase-confidile:

stk e ks s sk s e ksl sk e ks s sk s ke sk sk s sk s ke ok sk s sk s s ok sk s ke sk sk s sk s e sk sk s sk s e sk sk s sk sk e ok sk sk ek ok
GRID & BOUNDARY CONDITION CONFIGURATION

stk ok stk kok sk o stk skl sk ok stk ok sk sk kst sk ok sk stk sk ok sk sk ksl sk stk s ok sk sk stk sk ok sk sk skl sk ok sk sk e kok
insert the automatically generated muffingen parameter list here
stk ok sk sk ok sk ok stk ke skl s sk s ksl sk ke sk s ok sk skl s ok sk ke sk sk sk sk ok sk sk s ok sk s sk sk ok sk sk ok ok
<< >>>
stk e ks s ok sk e sk sk ke sk sk s sk s ke sk sk s sk s e ok sk s sk sk s ok sk s ke sk sk s sk sk e sk sk s sk s ek sk s ke sk sk e ksl sk ek ok

H OH H H B R R

Copy and past the contents of timeiffingen output file>:
config_yymmdd.txt
into the template file where indicated (immediately above, immediately below, or sim-
ply replacing the {<< >>>)line.
(c) Now copy this newase-configto:
cgenie.muffin/genie-main/configs

Note that in using one of the templdtase-confidiles, you have configured an ocean with
just 2 tracers — temperature and salinity (i.e., there is no carbon cycle or ocean netigents
enabled at this point).

3. Create a newser-confidile to complete the experimental setup.
An example/templataser-confidile (designed for climate-only simulations) is also provided
in the mainmuffingen directory:

EXAMPLE.SPIN
Rename and copy this (or copy and renameptdfin model directory:

genie.muffin/user-configs

SIn the filenameyymmdd is the date of the configuration creation.
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18.4 muffingen parameter settings — details
**UNDER CONSTRUCTION ... ***

Zonal wind-stress
For non GCM-based configurations, no prior wind fields extaiffingen hence creates and config-
ures an idealized zonal wind-stress field (from which wind velocity and wind speed is derived). The
zonal wind-stress can take alternative strengths, depending on whether a high latitude gateway (in
either hemisphere) exists. This can be prescribed directipudlingen can be enabled to 'choose’
whether or not a high latitude gateway exists and hence whether or not to apply a strong or weak
zonal flow. The parameter options (in tireiffingen configuration file) are:
e par_tauopt=0;
muffingen chooses whether or not to apply a strong or weak zonal flow, and in which hemi-
sphere.
e par_tauopt=1;
A weak zonal flow is applied in both hemispheres.
e par_tauopt=2;
A strong zonal flow is applied in both hemispheres.
For reference — the modern world has a mix of strong (southern) and weak (northern) hemi-
sphere zonal flows.
The different EXAMPLE (m) configuration files have a mixture of default choices:
o muffingen_settings_BLANK,
muffingen_settings_drakeworld, muffingen_settings_eqpasworld,
muffingen_settings_ridgeworld, muffingen_settings_waterworld:
par_tauopt=0;
e muffingen_settings_wppcontT:
par_tauopt=2;
e muffingen_settings_modern:
n/a (wind-stress derived from GCM fields)
(No EXAMPLE configurations currently specify a strong zonal field, although
muffingen_settings_ridgeworld will be prescribed one automatically muffingen.)
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Installation related questions

Stack space

You may encounter issues with regards toiliert Intel FORTRAN compiler (an maybe others),
particularly when using SEDGEM because of the size of the arrays holding sediment information:

"The Inte{R) Fortran Compilers 8.0 or higher allocate more temporaries on the stack than previous
Intel Fortran compilers. Temporaries include automatic arrays and array sub-sections correspond-
ing to actual arguments. If the program is not afforded adequate stack space at runtime relative to
the total size of the temporaries, the program will terminate with a segmentatiori fault.

The (a?) solution is to increase the CPU stack space, Try:

$ ulimit -s unlimited
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Cluster/queue questions

Do | have to submit experiments to the queue rather than running interactively?

Yes! Except for developing the model and debugging, testing new experimental designs, and forcing
a re-compile. The number of instances of the model that can be run simultaneously interactively
is limited by the number of processing cores on the head node. The more experiments that are run
interactively, the slower everything will go. Additionally, if you even temporarily lose your Internet
connection, an interactively-run experiment will die. The queue is there for your convenience,
believe it or not ...

Can | leave all my experiment results on the cluster for ever?
No! Nothing is backed up on the cluster, and space is not infinite. So, periodically, transfer archived
(.tar.gz) results off of the cluster and delete both the archive file and the results directory.
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Help! My experiment has died ... why?

If, when using theunmuffin.sh shell script to run agenie.muffinexperiment, it all goes horribly
pear-shaped ...

1. The experiment dies absolutely immediately.
Check that theunmuffin.sh shell script has executable permissions. Also check that the direc-
tory you are trying to run the model from is thenie-main directory.

2. The experiment does not quite die immediately, but does not manage to stagger even as far
as the line:

>> Here we go ...

before dropping dead. If so, there should be an error message telling you that a particular file
or directory cannot be found. Check:
¢ All the files and directories you have specified exist.
¢ You have not omitted spaces where you should not have, nor added spaces where a’
separator was required.
e You have not misspelt anything —a common cause of problems is in reading the number
one ('1") for the letter el (1'), or vice versan the computer fontQourier).

These first two sorts of pain and suffering are due to mis-configuration ofitieuffin.sh shell
script. Also refer back to the overall sequence of configuring and running®eNIE. muffin
model shown in Figuré.2

Other sources of error

Other sources of error are due to the configuration@ENIE.muffin (or more rarely, due to the
model itself):

1. AscGENIEmuffin initializes, files may be reported as not being found. One possible cause
of this is that =’ may not necessarily get expanded into the path of your home directory (e.g.,
' /home/mushroom’. In this situation, ~’ can simply be replaced witt$HOME'. Note that as
well as making this substitution at the command line, uker-configfile may also contain
instances of*’ (such as in specifying particuldorcings.

2. A missing/not found error can also arise with some compilers if one of the various ASCII
input files toBIOGEM (or SEDGEM) does not have a blank line at the bottom (some vague
quirk of the unformatted read used in tR®ORTRAN code). Check: thaser-confidile, and
also any boundary condition files being requested.

3. Further trouble can occasionally arise when usiigdoz and editing files (e.g., theser-
configfile) and it is possible to corrupt the format of the file. For what file(s) you have edited,
use the commandos2unix to strip off Windoz formatting characters (which are invariably
invisible in most editors). The syntax for this (or see liheix 'man’ pages, or even Google
it) is$ dos2unix FILENAME.

4. If the model starts running, but dies with a reported failure to solve the aqueous carbonate
system, it may be that you need to force a re-comgilen¢ke cleanall). RunningcGE-
NIE.muffin with array dimensions which do not match the number of tracers selected is a
common cause of failures to solve the aqueous carbonate system, as often calcium ion or
other tracer concentrations become corrupted and get assigned nutty and all but impossible
values.
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Also, if a re-startis used which was generated with a different land-sea mask l{ase-
config to the current experiment and associdiade-configTry running without thee-start
and see if that solves it (identifies the source of the problem).

Meaning of specific error messages

’ERROR: path integral around island too long’

Such an error is possible when developing new or modifying existing continental configurations
(and associated 'island’ and ’'path’ definition files), but not in normal running of the model. First
try amake cleanall and then try re-running. If the problem persists, it is possible that a key
configuration file has accidently/somehow been changed. To check for thismatte acleanall,

and then from thegenie.muffin directory:

svn status -u

Any file that you have maodified is labeled with anAny new files on the server that you don’t have
will have ax. Files with a? are files that exist locally and are not on SVN (and can be ignored). If
there is a file with am that should not have been modified:

svn revert FILENAME

will re-set the fileFILENAME (also include the relative path) it to the current SVN version status.

’ERROR MESSAGE: Particulate tracer CaCO3 ..’
| have been toldERROR MESSAGE: Particulate tracer CaC03 does does not have the
corresponding ocean tracer Ca selected’—is this a problem ... ?

No! You are simply being reminded that you have calcium carbon (Ga€€dected as a partic-
ulate tracer in the model, but although when it dissolves it releas€s @ad removes CGa when
CaCQ is precipitated), you do not have €aselected as an explicit dissolved tracer in the ocean.
This is not a problem as by far the most important effect on the carbon cycle of adding/subtracting
Ca2+ is a change in alkalinity, which is implicitly account for. Onlywary long time-scales, or in
deep-time situations when the €#aVig?*t ratio was very different form today, might you need to
select C&" (and Mg+) as an ocean tracer.
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General running and configuring experiments questions

When does the model need to be recompiled?
cGENIE.muffin will need to recompile in the following situations:

e You have just carried out one of ta&ENIE.muffin tests, e.gmake test Ormake testbiogem.

e You have changed the dimension of the climate model grid (which also means an automatic
change in the biogeochemistry modules), either horizontally (e.g., going from386to
18 x 18) or vertically (e.g., going from 8 levels in the ocean to 16).

e You have changed the number of selected ocean biogeochemical tracerdastheonfig
and hence changed the value of:

GOLDSTEINNTRACSOPTS="$ (DEFINE) GOLDSTEINNTRACS=2"

(The latter two involve a change in compiled array dimension.)

In all three situations, théase-configs being changed (or should e In running at the
command line (i.e. interactively), thenmuffin.sh Script detects the change in base-config, and
automatically forces a re-compile for you. However, the compute nodes of the cluster do not have
access to thEORTRAN compiler. As a sad and unfortunate consequence, submitted jobs cannot
recompile modules and all science modules must be already compiled when a job is submitted.

To recompile (and re link) the science modules — first, start an interactive run of the experiment
you want to conduct. This will ensure that it is correctly compiled. This also serves as a visual
check that you have requestediser-config restart, etc that actually exists. Start the run for the
length of time you intend to use when submitting the experiment as a job to the queue, but kill it
(keyboard commandcitr-C) once it is compiled and you are happy that it is running OK (say, after
10 years). You can now be reasonably confident that the experiment is safe to submit the job to the
cluster (and all files and inputs are as they should be).

If you have multiple experiments, all with the same resolution and number of tracers, you DO
NOT need to re-run interactively or attempt to recompile. Also, you can add 'modules’ and not
recompile. i.e., you can interactively run an ocean -only carbon cycle. And then submit it. And
then submit an experiment usi@EDGEM as well. (Because when the model is compiled, ALL
sciences modules are compiled, meaning that all there is to do is just link them, which does not
require the {fort) FORTRAN compiler.)

Refer to Figurel.2 for the sequence of steps associated with configuring and running model
experiments.

In the naming of different forcing specifications: what does 'yyyyz’ mean?

A. The naming convention fdorcingsis that the (sub)directory name starts with the code for the
continental configuration, if théorcing is tied to a specific continental configuration. For exam-
ple: forcingswith the string FeMahowald2006’ relate to the prescription of a dust (Fe flux) field
re-gridded fromMahowald et al.[2006]. When this has been re-gridded to th&jh2 continen-

tal configuration,worjh2 appears at the start of the name. If foecing is independent of a spe-
cific continental configuration, such as restoring atmospl@@gto a prescribed value (uniformly
throughout the atmosphere), the stringyg/yz', as in e.g.:pyyyyz_RpCO,_Rp13COs,.

10ne could edit dase-confi@nd re-ruin, but it is better to create a nkease-confidile if editing any of the settings,
particularly those affecting array dimensions
2Itis OK to change the flavor of GENIE as linking is done by the C compiler.
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Can | make the model run faster?

*sign* You speed freak. Is this all you care about? What about the quality of the simulation
- does that mean absolutely nothing to you? Oh well ... There is a bunch of stuff that slows
cGENIE.muffin down that may not be absolutely essential to a particular model experiment. These
include:

e The number of tracers - if you don’t need 'em, then don'’t select 'em! Selected tracers are
automatically passed 8OLDSTEIN and advected/convected/diffused with ocean circula-
tion. Similarly, BIOGEM does a whole bunch of stuff with tracers, particularly those which
can be biologically transformed. All this is numerically wasteful if you aren’t interested in
them. Equally importantly, the more tracers you have selected the more careful you have
to be in configuring the model. Superfluous tracers therefore cost more configuration time
and/or increase the change of a model crash.

e Tracer auditing- the continuous updating and checking global tracer inventories to ensure
that there is no spurious loss or gain of any tracer (i.e., a bug) has computational overheads
associated with it. Whether this checking is carried out or not is set by the value of the flag
bg_ctrl_audit®.

e Time-seriegesults saving. Model tracer (plus some physical) properties are bring con-
tinuously averaged in constructitigne-seriegesults files. Cutting down otime-serieghat
you don’t need will help minimize model run-time. The various categories of time-series that
will be saved are specified by a series of namelist parameter flags. However, within each
category (such ascn tracers bg_ctrl_data_save_sig_ocn) all properties will be saved -
you are not given to option to save a defined sub-set (for exaplzandPO, in the ocean
but notALK).

e Time-slice results saving. If you have relatively few requested time-slices over the course

of the model integration then this is unlikely to significantly impact the overall run-time (even
will all possible data category save namelist flags settteue .). However, note that if you
have accidently triggered the default time-slice saving interval (by having no data items in the
time-slice specification filebg_par_infile_slice_name) you may end up with the model
running about as fast as a 2-legged dog super-glued to a 10-tonne biscuit.
Note that time-series saving of data that is a 2-D average, such as atmospheric composition
at the ocean-atmosphere interface, sediment composition at the ocean-sediment interface, or
just ocean surface conditions, is less numerically demanding than mean values that have to
be derived from a 3-D data field.

e Alter the degree of synchronicity between climate and biogeochemistry (see HOW-TO
guide).

As avery rough guide, the impact on total run-time of making various changes to the model con-
figuration are listed as follows. Numbers are given as a percentage increase in total model run-time
(using the /usr/bin/time linux command). Tracers selected in the ocean are DIC, ALK, PO4, 02,
DOM_C, DOM_P, DOM_02, as well as 13C isotopic components (DIC_13C and DOM_C_13C)

(+ Tand S). The corresponding tracers are present in the atmosphere and as particulates. The model
is run for 10 years as a new run (i.e., not loading in a restart file):

e ADD auditing= +15%

e ADD time-slice saving= +20%"

Sltis .false. by default.
4Because only a 10 year integration has been carried out with a time-slice saved at 10 years, the computational cost of
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e ADD time-series savings +15%
e REMOVE '3C isotopic species (= DIC and DOC ocean tracess)10%

You can also run at lower resolution. The basic configuration for a faster 'lego digk*-
NIE.muffin configuration consists of a 2818 model grid and an 8 level ocean. The continents are
in a zonally-averaged configuration and there is no topography in the oceans.
The model is accelerated by:
1. it’s low resolution
2. taking 48 instead of 96 ocean time-steps per year in the ocean
3. BIOGEM being only being updated every 4 rather than every 2 ocean time-steps.
In this configuration 100 years take about 40 seconds, 10 kyr would just take over and hour, and
100 kyr could be run overnight!

time-slice saving is disproportionately high as displayed. With a longer integration, the relative cost of saving a time-slice
will fall. In contrast, the computational cost as a fraction of total run-time of time-series saving and auditing is likely to
remain the same.

5The speed gained by removing two tracers is not proportional to the fractional decrease in number of tracers (in this
example reducing from 11 to 9 the number of tracers in the ocean gives only a ca. 10% improvement in overall speed).
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19.5 Climate-y questions

Can | disable climate feedback with CO,?

Yes, for instance when you might want to compare the fat€©f released to the atmosphere
with climate (and ocean circulation and temperatures) not respondin@.Qssin the atmosphere
also driving changes in climate (and hence affecting the pathways and transformatio@s, of
particularly in the ocean).

To specify no climate feedback, add to theer-confidile:

# set no CO2 climate feedback
ea_36=n

as well as a radiative forcing scaling:
# scaling for atmospheric C02 radiative forcing, relative to 278 ppm
ea_radfor_scl_co2=1.0

(a value of1 .0 giving no change in climate relative to the default).

How do | change the orbital configuration of cGENIE.muffin?
[see Orbits HOW-TO]

Can | do solar geoengineering (SRM) experiments?

No! Because you might destroy the planet.

No wait ... in the model (world) ... yes! But because of the absence of a dynamical atmosphere,
options here are limited. However, modification of the solar constalat,giant mirrors in space’

is possible. Sea-ice (surface) albedo can also be adjusted.
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Ocean biogeochemistry questions

Can solubility related changes be separated from stratification and circulation changes?

With BIOGEM coupled to the climate model core ©BENIE.muffin 6, a change in atmospheric

CO;, will induce a change in SSTs, which in turn affect the carbon cycle and feedbaconia
changes in solubility and via changes in circulation (stratification) and thus biological productivity.
There are times when is it helpful to separate out solubility related changes from circulation related
changes. This equally applies to dissol¥@dandCO,. The problem is that you need a change in
climate and surface temperatures in the climate model in order to induce a change in circulation.

There is a way of having an altered climate and circulation, which then affects the marine
carbon cycle, yet specify the SSTs that are actually seBIOGEM (and thus used in solubility
calculations).

First of all, control the radiative forcing of climate internally in t&&BM rather than exter-
nally by the atmosphericO, concentration calculated BYTCHEM . Turn off explicitCO, forcing
of climate by settingea_36="n’. The namelist parameter_20 will then dictate the EMBM ra-
diative forcing: a value of D (default) gives no change in radiative forcirf@d, = 278 ppm), a
value of 20 corresponds to the effect of doubliGg,, x4 CO,, etc. Altering the value oéa_20
thus lets you control climate (and circulation) without having to adpG4 and the carbon cycle.

Next, SSTs inBIOGEM can be specified independently of the climate model. You achieve
this by setting up a restoring forcing of ocean temperatures at the surface. Note that by default,
prescribing SSTs (or SSSs) BIOGEM does not propagate through to the climate model which
does its own independent climate thing based on the valee ¢f0. This allows you to retain the
surface temperatures and thus solubility associated with @0, World, but have a warmer more
stratified ocean (appropriate for a much warmer World).

What actually happens is that BIOGEM receives both the altered circulation field and the altered
SSTs due tx4CO,, but sets its own SSTs internally rather than use those calculated by the climate
model. Setting up the SST restoring is in principal just like for PO4. The values for the SST field
you can simply copy and paste out of a priot CO, experiment.

The converse experiment, is to have circulation and biological productivity not change, but
explore the effect of changes in SST-driven solubility. i.e., to separate the solubility pump from
circulation change effects on glac@0;.

What is the difference between the different Fe configurations and schemes?

There is a parameterbg_opt_geochem_Fe — that specifies the Fe scheme (although note that you
have to have the appropriate/required tracers selected):
1. bg_opt_geochem_Fe = ’0LD’
This is the very original scheme, based on 3 tracers — Fe (free dissolved Fe), FeL (ligand-
bound Fe), and L (free ligand).
During scavenging, a new equilibrium partitioning between the 3 species is calculated and
imposed on tracer concentrations via the remin array, but only at the surface.
Entrains some completely unnecessary accounting for Fe addition at the surface as part of the
equilibrium calculation, including a call teub_calc_geochem_Fe as part of the main (i,j)
biogem subroutine array. All other schemes are free from this.
2. bg_opt_geochem_Fe = ’ALT’

6Namelist:ea_36=y’
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This is also based on 3 tracers — Fe (free dissolved Fe), FeL (ligand-bound Fe), and L (free

ligand).

During scavenging, a new equilibrium partitioning between the 3 species is calculated and

imposed on tracer concentrations via the remin array. This is carried out throughout the water

column.

3. bg_opt_geochem_Fe = ’FeFe2LFel’

Based on the same 3 tracers — Fe (free dissolved Fe), FelL (ligand-bound Fe), and L (free

ligand), but also, Fe2, which is ignored for the purposes of calculating scavening and Fe-

FeL-L partitioning. Here, the tracer Fe is explicitly taken toFes .

Scavenging and tracer concentration re-partitioning as per (2).

4. bg_opt_geochem_Fe = ’hybrid’

This is based on the minimum number of tracers required to describe the system — TFe (total

dissolved Fe) and TL (total dissolved ligand). The equilibrium partitioning between Fe, FeL,

and L, is derived when required.

5. bg_opt_geochem_Fe = ’lookup_4D’

Also based on TFe (total dissolved Fe) and TL (total dissolved ligand), but with Fe calculated

via a lookup table.

In schemes 1+2+3, scavenged Fe is removed form the Fe tracer pool. For 4+5, scavenged Fe is

removed from the TFe pool.

What is 'tracer auditing’ - should | have it switched on?

When developing a new model parameterization, it is of fundamental importance that careful track
is kept of the total tracer inventory of the system in the face of internal mass transfer and any
inputs (e.g., prescribed restoring or flux boundary conditions) or outputs (e.g., sedimentation). No
spurious gain or loss of tracer mass must occur as a result of bugs introduced to the code. The
tracer inventories of the ocean can be periodically calculated and compared to that predicted to have
occurred on the basis of any net input (or output) occurring in the intervening time to help catch
bugs. The simplest implementation would be an audit carried out at system start-up (before any
transformation of tracer mass has taken place), and at the very end (after the last transformation of
the tracer fields). However, integrating over over an extended time period can lead to the excessive
accumulation of numerical (truncation) errors. Instead, the audits are carried out periodically during
the model run. The periodicity of tracer auditing follows the times specified for time-series data
saving (i.e., at time listed in the file specified by_par_infile_sig_name).
The entire audit procedure is as follows:

1. First, an initial inventory is calculated, achieved by summing the product of the concen-

tration of each (selected) tracer with the mass of each each cell, across all wet cells.

2. During the model run, the net spatially- and time-integrated transfer of tracer mass arising

from all transfers across the external reservoir boundaries is calculated.

3. At a periodic pre-defined time, the inventories are re-calculated. The difference between

old and new inventories should be equal to the integrated net flux. If the relative difference

between re-calculated inventory and estimated (on the basis of net flux) differs by more than

a predefined threshold then an error message is raised (and the model halted if requested)

4. The integrated net flux variable is re-set to zero and steps (2-4) repeated.

In short — if you are not modifying the code then you can take it on trust(!) that the model

distribution is free of (major) bugs and that spurious gain or loss of tracers does not occur. It you
don’t trust me ... then switch the auditing feature on.
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Auditing is inactivated by default. To activate it:

bg_ctrl_audit = .true.
To adjust the threshold (relative) tolerafce
bg_par_misc_audit_relerr = value
To halt the modélif it fails the tracer drift tolerance:
bg_ctrl_audit_fatal = .true.
A secondary benefit of tracer auditing when running the model interactively, is that it reports

back to you the maximum and minimum value of all the tracers (and locations of where this occurs),
as follows:

>>> SAVING BIOGEM TIME-SERIES @ year 0.50 278.069 -6.501 16.522 3.843 18.543

temp / min = 0.2713E+03 (18,36, 8) / max = 0.3030E+03 ( 4,18, 8)
sal / min = 0.3337E+02 (10,35, 8) / max = 0.3891E+02 (30,29, 8)
DIC / min = 0.1878E-02 (35,24, 8) / max = 0.2581E-02 (33,21, 1)
DIC_13C / min = -.4225E+00 ( 3,16, 3) / max = 0.2792E+01 (25,13, 8)
DIC_14C / min = -.1779E+03 (33,21, 1) / max = 0.2197E+02 (30,29, 8)
P04 / min = 0.7071E-07 (29,28, 8) / max = 0.3806E-05 ( 3,16, 3)
02 / min = -.4521E-04 (27,30, 5) / max = 0.3363E-03 (24,35, 8)
ALK / min = 0.2212E-02 (10,35, 8) / max = 0.2724E-02 (33,21, 1)
DOM_C / min = -.4159E-05 (21,34, 3) / max = 0.1517E-04 (32,25, 8)
DOM_C_13C / min = -.1000E+20 ( 1, 3, 2) / max = 0.5817E+01 (29,36, 8)
DOM_C_14C / min = -.1000E+20 ( 1, 3, 2) / max = 0.2236E+04 (29,36, 8)
DOM_P / min = -.3924E-07 (21,34, 3) / max = 0.1431E-06 (32,25, 8)
Ca / min = 0.9769E-02 (10,35, 8) / max = 0.1136E-01 (30,29, 8)
CFC11 / min = 0.0000E+00 ( 1, 3, 2) / max = 0.0000E+00 ( 1, 3, 2)
CFC12 / min = 0.0000E+00 ( 1, 3, 2) / max = 0.0000E+00 ( 1, 3, 2)
Mg / min = 0.5050E-01 (10,35, 8) / max = 0.5888E-01 (30,29, 8)

How do | do an ocean CO; injection experiment?
There is a hard way (but maximum flexibility), a less hard way, ... and an easy way. To cut the shit
— what follows is the easy way!

First, you want to use the updated tracer forcing format:

bg_ctrl_force_oldformat=.false.

Put this line in theuser-confidile if it is not already there, perhaps und®RCINGS section.

You will need aforcing template for the&CO; injection —pyyyyz_FCO,_UNIFORM. This is pro-
vided on mygenie.seao2.org. Download and unpaek (xfz pyyyyz_FCO,_UNIFORM.tar.gz)
from the directory:~/genie_forcings. As it stands, this is configured to stuff 1 PgC yr-1 of
CO; into the ocean over the course of one year. The location dE@geinjection is some random
default place that probably does not exist, which is not very good. So, you need to specify your
ocean location. For this, add the following lines taser confidile:
bg_par_force_point_i=22
bg_par_force_point_j=33
bg_par_force_point_k=5

which corresponds to a cell in the N. Atlantic (i,j, = 22,33) at an intermediate depth (k=5).

Thei,j,k coordinates are counted from left-to-right with longitude: i, from bottom to top with
latitude: j, and form top to bottom with depth for ocean level, k. The land-sea mask and maxi-
mum depth (lowest k integer) you are allowed can be got from the BIOGEM 2D netCDF, variable

"By default, this is set ta . 0E-08.
8By default the model will continue running, even if there is an apparent spurious drift in tracer inventories occurring.
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grid_level. This is a map of the 'k’ values. >90 means land, for the 8-level ocean the ocean
depths will be between 1 and 8. 8 being the surface. So the map is of the depth of the ocean and
thus lowest k value you are allowed to use.

By default, using th€CO, injection forcing template you will get 1 PgC emitted to the ocean,
in the location you specify. You can scale the amount of carbon up via the namelist parameter:

bg_par_ocn_force_scale_val_3=xxx

wherexxx is the multiple of 1 PgC you want to inject. NOT your favorite movie viewer rating. e.g.,
100 PgC:

bg_par_ocn_force_scale_val_3=100.0

Note that 100.0 PgC is quite a lot of carbon to be injecting into a single location (cell) in the ocean
model! By default, the time-scale of injection is set as 1 year. To increase the time over which the
CO; injection takes place use the namelist paramigiepar_ocn_force_scale_time_3, which
simply scales the time interval. i.e.,

bg_par_ocn_force_scale_time_3=10.0

causes th€0;, injection to take place over 10 years. But since the flux is in units of PgC per year,
you will get 1000.0 PgC carbon total (10 years x 100 PgC yr-1). So a combination of both namelist
scaling parameters (both flux scaling, and interval scaling) will be needed for the requir€tiQptal
injection.

Note that the integer at the end of the namelist parameter name corresponds to the index of the
ocean tracer3 is DIC. 12 would allow you to inject alkalinity into the ocean (but the you would
need to create additional forcing specification files).

The slightly harder way involves entering in the i,j,k location explicitly in the forcing config-
uration fileconfigure_forcings_ocn.dat. Altering the magnitude and/or duration of the flux
release requires editingiogem_force_flux_ocn_DIC_sig.dat.

The hardest way requires that two 3D fields explicitly specifying the spatial nature of the forcing
flux are created and modified.

For these alternative options — see earlier section on tracer forcings (Section 4).

Can | do carbon dioxide removal (CDR) experiments?
Yes! See geoengineering HOW-TO.
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Questions of long-term carbon cycling and stuff

In GEM1ite, does the adaptive step size control work with fixed/prescribed pC0O,?
If pCO;, if fixed/restored, the answer is 'no’ (ish). Or rather: you'll often get little difference
compared to simply fixing the ratio of accelerated to non-accelerated time-steps. However, you
will still get the advantage of adapting time-stepping depending on other changes to weathering
(/sedimentation) that may have been prescribed. i.e. even Wi@® pestored during 'normal’
time-stepping, 80O, will change during the accelerated mode if weathering is significantly out of
balance with sedimentation. The greater this imbalance, the greater the cha@fe,jrapd the
sooner that time-stepping will be handed back to the normal (full updating) mode.

If you have prescribed changin€@,, e.g. a continual ramp upwardiM1ite is not appro-
priate in the first place, as the atmosphere is intrinsically assumed to be in equilibrium with the
ocean surface and steady-state geochemcial gradients in the ocean have been established. (This
assumption is broken €0, is rapidly invading the ocean.) Acceleration (a3&#1ite) is also not
appropriate if ocean circulation and carbon cycling have not yet been spun-up, unless at least 5 to
10 kyr of normal time-stepping forms part of the total spin-up including acceleration.

How can | diagnose changes in the carbon budget due to weathering/sedimentation?

The following example assumes that you are only running with CaCO3 weathering (i.e silicate
weathering and outgassing are both set to zero). In this case the weathering flux of DIC into the
ocean is equal to the Ca weathering flux. This is output as a time series in:
biogem_series_diag_weather_Ca.res

in units of moles per year.

The system is closed with respect to organic matter, so that all POC is remineralised and re-
turned to the ocean. For this reason, the exchange of DIC between the ocean and the sediments
is equal to the exchange of Ca. i.e. the exchange of one mole of C is always associated with one
mole of Ca, as the system is only open with respect to CaCO3. Therefore the net flux of DIC
from ocean to sediments is equal to the difference between biogem_series_focnsed_CaCO3.res and
biogem_series_fsedocn_Ca.res.

The net flux of DIC into the ocean from weathering and sediments is therefore equal to weather_Ca
+ fsedocn_Ca - focnsed_CaCO3.
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Data saving questions

Why is the netCDF data saved at odd times?
There is a default sequence of points in time BEDGEM will save data at. These points are

specified in the filesave_timeslice.dat (which lives incgenie.muﬂ‘in/genie—biogem/do’ro/inpu’r).9
This default sequence provides a useful generic starting point.
To specify different save points for an experiment:

1. Edit this file (not recommended).
2. Copy, or create a new file (with the same format). The file M@®GEM uses for saving

data is specified by the parameter:
bg_par_infile_slice_name=’save_timeslice_historicalfuture.dat’
(in the example of a historical/future relevant series of save points being requested).
Note that always, at the very end of an experiment, data is automatically saved regardless of
whether or not you remembered to specify a save point for the final simulated year.
Refer to the Chapter ooGENIE.muffin model output.

9As a default, the netCDfime-slicesare saved an annual averages, centered on these points in time.
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19.9 Forcings questions

Can | combine forcings together?
Yes ... but it is not quite as simple as in thger-configwriting:

# specify forcings
bg_par_forcing_name="worjh2.FeMahowald2006"
bg_par_forcing_name="pyyyyz.FRpCO02_Fp13C02"

in the example that you wanted to combine an atmospl@dic emissiondorcing with a surface
ocean dusforcing, because only the last parameter value in a list of multiple definitions is used. i.e.
the above is equivalent to just writing:

# specify forcings
bg_par_forcing_name="pyyyyz.FpC02_Fp13C02"

Instead, you need to create a new forcing (assuming the combined forcing you want does not

already exist):

1. Copy/rename one of the two individuakcing directories. This will be you neviorcing

name.

2. In the example above — if you have copied the directorystarjh2.FeMahowald2006,

you simply need to add in the specific atmosph@@, emissiondorcing forcing files con-

tained inpyyyyz . FRpCO2_Fp13C02, which are:

biogem_force_flux_atm_pCO2_13C_sig.dat

biogem_force_flux_atm_pCO2_sig.dat

configure_forcings_atm.dat
Note that more care has to be taken when combifongngsthat include the same phase of tracer,
i.e. atmosphere and atmosphere, or ocean and ocean. In this case, you need to opeunrtip-the
ure_forcings_*.dat file of oneforcing, and copy the tracer selection line (or lin€dp the equivalent
file in the newforcing directory.

Why does my ocean flux forcing does not do anything?

As always if you apply a flux forcing and nothing appears to happen, check:
1. The flux has not been scaled to zero ...
2. The spatial locations, where you expect the flux to be applied, and not on ighlb¢ation
is a land, not ocean point), or in the ocean crus) (6 ocean, but the layer chosen is deeper
than the ocean floor at that location).

3. That the model run, in time, overlaps with the time-dependent forcing information. e.g. you

might start a forcing at year 2010, but only run the model to year 2000 ...

Careful comparison, e.g. difference maps or simply looking at some global diagnostic output
provided as in the time-series data format, will confirm whether the impact truly is zero, or just
very small. If very small, your issue is mostly simply one of scaling and too small of a flux to make
much impact.

10These occur between a paid of tags:
-START-0F-DATA-
-END-OF-DATA-
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Why does my ocean iron flux forcing does not do anything?

Start by referring to above (general flux forcing question).

However,there is a special point of failure of a forcing, unique to the iron system, because there are
two different ways of representiriee andFe-related species ioGENIE.muffin

1. Inthe basic, and original Fe scheme, there are three sperate tracers represented in the ocean:
Fe —tracer numbey9 — dissolved iron Il (Fe).
FeL —tracer numbe23 — ligand-bound Fe.
L — tracer numbeg4 — free ligand (iron binding).
In the forcing definition, a flux of Fe is selected in:
configure_forcings_ocn.dat
by:
-START-OF-DATA-
9 f £ 0.0 t t -1 01 01 01 ’[Fe]l’

-END-OF-DATA-
Associated with this selection, is a fiel of time-dependent information for the forcing:
biogem_force_flux_ocn_Fe_sig.dat
and dependent on the nature of the forcing, potentially also a file containing a spatial pattern
for the forcing, e.g.
biogem_force_flux_ocn_Fe_SUR.dat
Here: it is important to note that both file names contain the tracer short-fame:

2. In a newer scheme, there are just 2 tracers:
TDFe - tracer numbed0 — total dissolved Fe.
TL —tracer numbe#2 — total dissolved ligand.
(and e.g. free iron is derived by assuming a equilibrium partitioning based on the total iron
and total ligand concentrations).
Why am | telling you all this? For example, configurations uss@0OGEM, use the newer (two
tracer only) representation of iron cycling, whereas in e.g. geoengineering exaBIQ&EM is
using the older three tracer representation. If you then wish to configfL&@GEM to use forcings
based on the geoengineering examples, you have to:
1. Firstly, inconfigure_forcings_ocn.dat change the selected tracer number fi@in 90.
2. Secondly, rename the time-dependent information file, and if present, the spatial file, chang-

ing theFe bit of the filename taDFe.
3. Lastly, the parameter in the user-config that scales the forcing (if used), has a name that ends
in the tracer number and needs to be changed, so rather than e.g.

bg_par_ocn_force_scale_val_9
you would have:
bg_par_ocn_force_scale_val_90

If you select a tracer number in thercingsthat does not exist in the ocean configuration you
are using, such as the 'wrong’ iron tracer — this is whyftireing appears not to do anything.
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20. HOW-TO

What follows are potted HOW-TO instructions for doing things.
There is some overlap with the FAQ Chapter, so please read both!
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HOW-TO ... get started with cGENIE.muffin

Install cGENIE

See: cGENIE Quick-start Guide (Also refer to theREAD-ME file for e.g., details of changes in
configuring and runningGENIE compared tGENIE.)

Find configurations for cGENIE

A series of (example3GENIE configurations are provided, many of which are detailed in full in
the cGENIE Tutorial document. Example configurations compiisse-configgnduser-confidiles,
plus anyforcingsneeded.
e cGENIE base-configare stored in:
/cgenie/genie-main/configs
and all start with tgenie_’, for example:
cgenie_eb_go_gs_ac_bg_hadcm31l_eocene_36x36x16_2i_080928_BASE.config
e cGENIE user configs are stored in:
/cgenie/genie-userconfigs
e cGENIE forcings are stored in:
/cgenie/genie-forcings

Do some thing dumb

Easy! Just close your eyes and change some parameter values at random. Better still, start using
the model without reading the manual first ...
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Viewing directories; moving around the file system

When logging in, you always start from your 'nome’ directory. This is represented bybafore

the command promptj. At the command line prompt in linux, you can view the current directory
contents:

$ 1s

or for a more complete output:

$ 1s -1la

To go down a directory (e.g:genie_output) relative to where you already are:
$ cd cgenie_output

and to go back up oneiis:

$ cd ..

It is often safer/easier at first, if you need to change more than one directory level to do this in
stages. e.g. to changedgenie_output/exp0_modern_SPINUP, change tagenie_output (cd
cgenie_output) but then check that you are in the place you think you are and/or remind yourself
of the spelling of the next directory you need to change to by typing

You can always return to your home directory by typing:

$ cd
$ cd $HOME
(orcd )

Copying and moving files
To copy a filemyconfig tomyconfig_new, assuming you are in the same directory where both the
old file is and the new file will be:

$ cp myconfig myconfig_new

To movemyconfig to the cGENIE user-config directory, assuming you are in the directory
where the old file is but with the new file in a different directory, give the full path of the new
directory:

$ mv myconfig ~/cgenie.muffin/genie-userconfigs/LABS/myconfig
To renamenyconfig to useless_config:
$ mv myconfig useless_config

Creating directories
To create a directoryydirectory:

$ mkdir mydirectory
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Repeating command lines

You do not have to re-enter lines of commands and options in their entirety each time — by pressing
the UP cursor key you get the last command you issued. If you keep pressing the UP cursor key you
can recover progressively older commands you have previously entered. When you have recovered
a helpful line you can simply just edit it, navigating along with the LEFT and RIGHT cursor keys
(press RETURN when you are done).

vi
Thevi editor is a text-based editor that you use at the command line (i.e. it does not open in its own
window, nor have fancy menu items or icons to click). You uise to create/edit files, by typing:

$ vi FILENAME

whereFILENAME is the ... name of the file you want to €ddr create.
You start in the 'command’ mode, in which you do not edit the contents directly, but instead
can access file and copy-paste operations such as:

e g ==quit

e :q! ==no, really quit
e X == save and quit
e dd ==cutline

e p == paste

To start editing and e.g. inserting text, pressitkey.
To exit the editing mode and back to the command mode, predsthéscape) key.

1Then make sure the file is present in the directory you are currently in, or provide a full path to the file (+filename).
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For submitting jobs usin§un Grid Engine (SGE) on a cluster, a basic commanaould look like
this:

$ gsub -S /bin/bash runmuffin.sh <options>

Here: the-S /bin/bash partis to ensure th&GE uses the8ASH shell to submit the job because
this is the language thatinmuffin.sh has been written in.

Take care that the installdORTRAN compiler can be seen by the cluster nodes. If not, the
muffin executable must have already been built prior to submitting a job. The easiest way to do this
is to runmuffin interactively briefly (e.g., with a run length of just a couple of years or kill it) and
then submit the full run to the cluster.

Other useful submission options f8GE:

e To redirect the standard output stream:

$ gsub -o genie_log ...

e To redirect the standard error stream:

$ gqsub -e genie_log ...

e To merge standard output and error streams into standard output:
$ gqsub -j y ...

e To specify particular resources, such as the nodes with 8 GB of RAM:
$ gsub -1 mem_total = 8.0G ...

e To decrease the priority of a jéb

$ gsub -p 1 ...

e To submit a job from the current working directory:

$ gsub -cwd

e Request an email is sent when the job starts and/or when it finishes — see the main pages
for gsub for the required syntax).
e A complete example for théomino UCR clusters would be:
$ gsub -q dog.q -j y -o cgenie_log -V -S /bin/bash runmuffin.sh
cgenie.eb_go_gs_ac_bg.worjh2.ANTH / EXAMPLE.worjh2.Caoetal2009.SPIN 10000

which merges standard output and error streams and redirects the resulting file to the directory
~/cgenie_log. Note that to redirect output as per in this particular example, the directory
“cgenie_log MUST be present. | have no idea what happens if it is not ... but it can’t be
good ;)

You can check the status of t&&E job queué with the command:

$ gstat -f
and you can kill a job with thgde1l command, the job numbers being given bydkeat command.

2With a different queue management environment it may be necessary to place thereathi6fin.sh together
with its list of parameters into an executable shell, and submit that instead.

3The default priority is 0. A lower priority has a higher value ... !

4Depending on the cluster setup, it may be possible to graphically check what is going on via the www.
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HOW-TO ... Ubuntu muffin

This is a brief guide to installingwuffin on Ubuntu. The example taken is for a genetibuntu
distribution version 18.04 LTS (’Bionic Beaver’) install that is fresh out of the box. For a more
established installation, fewer components may need to be installed. Different/fewer components
may also be necessary for an oldé#suntu distribution. ThenetCDCF installation procedure has

also ben tested ddbuntu 16.04 LTS and checks out A-OK.

Instructions are given step-by-step, although not all the components need be installed in this
order. In brief: required installation components includéré&ran compiler, agit client, netCDF
libraries. Note that the variousetCDF component version numbers are not the most up-to-date,
and newer can almost certainly be substituted (but not tested here).

Preparation

Get hold of a computer witkubuntu installed on it. Make sure you have plugged in the internet
connection. Log in. Get a strong cup of coffee.

Installation

1. gfortran [FORTRAN compiler]

sudo apt install gfortran

2. g++[C++ compiler]

And ... also theGNU C++ compileP:

sudo apt install g++

3. netCDF [graphics libraries]

These come rather inconveniently in 2 parts ... first@héraries need to be installed, and
then theFORTRAN libraries ....

The example is given for the most recent version of both libraries. For details/most recent
version, seehttps://www.unidata.ucar.edu/software/netcdf/

But first ... missing in the defaullbuntu 18.04 is them4 utility, which can be installed:

sudo apt install m4
and alsanake:
sudo apt install make

Now you are good to go ... First, we need install the mratCDF C libraries and then the
FORTRAN andC++ libraries that depend on ti@libraries. For the basi€ libraries:

wget ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf-4.6.1.tar.gz
tar xzf netcdf-4.6.1.tar.gz

cd netcdf-4.6.1

./configure --disable-netcdf-4 --disable-dap

make check

sudo make install

SThis could probably be worked-around by editing some ofithies files ...
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Note that this installs the libraries in the default install location. Also disablgt@DF-4to
avoid added complexities of needing ldBF5 library built with zlib enabled (and hence the
zlib library installed) ...

Then ...muffin requiresnetcdf-cxx (legacy)C++ libraries fornetCDF that have since been
retired® and hence requiring a sperate/additional installation’stiést return back one di-
rectory level to where-ever you are downloading to and installing from):

wget ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf-cxx-4.2.tar.gz
tar netcdf-cxx-4.2.tar.gz

cd netcdf-cxx-4.2

./configure

make check

sudo make install

And ... then for thdFORTRAN netCDF libraries. (At this point — return back one directory
level to where-ever you are downloading to and installing from.)

wget ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf-fortran-4.4.4.tar.gz
tar xzf netcdf-fortran-4.4.4.tar.gz

cd netcdf-fortran-4.4.4

./configure

make check

sudo make install

NOTE: if for either or both libraries, you want them anywhere other than offiet-/1ocal,

you'll need to specify the installation directory, S8IDIR, and pass this to/configure
-prefix=${NCDIR}. And probably engage in additional unpleasantness.

Finally — if when runningnake testbiogem you run into issues, specifically: libraries that
cannot be 'found’, try forcing an update of the library link cache (the not found libraries may
be links to the real’ library and somehow this link is not working/found):

sudo ldconfig

[creates the necessary links and cache to the most recent shared libraries found in ... the file
/etc/1d.so.conf, and in the trusted directorieglib and/usr/1ib’]

. xsltproc ['a command line tool for applying XSLT stylesheets to XML docurhents
sudo apt install xsltproc

Why do we eve need this? :(

. git [git client]
You'll need a git client:

sudo apt install git

Qi
See:link

"This version of the netCDF C++ library includes no changes since the 4.1.3 release, but is provided for back-
wards compatibility as a separate package. It was developed before key C++ concepts like templates, namespaces, and
exceptions were widely supported. It's not recommended for new projects, but it still works.’
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6. muffin [the cGENIE.muffin code]
And finally, you can obtain the code.
NOTE: Recommended is changing directory to your HOME directen) @s the default
muffin directory settings assume this.

git clone https://github.com/derpycode/cgenie.muffin

7. python [python symbolic link]
If an actualmuffin experiment, rather than jusike testbiogem, does notrun, and e.g. in
resposne to:

which python

you get nothing (although you still get a responsejahon -V ofr type -a python), it
maybe that you need a python symbolic link. It might also then not hurt to install python2.7

sudo apt install python2.7
to install python2.7, and:
sudo 1n -s /usr/bin/python2.7 /usr/bin/python

to create a symbolic link from python —ython2.7

Obviously you aregoingto haw configuredmuffin andgot it runningfirst (see ng&t section)to
evenfind outwhetheryou needto muckaboutwith pythonor not ...

Configuring muffin

The version ofmuffin available from GitHub is configured with default environmental settings
that match the above instructions amdjuire no configuration changes. If not — there are several
environment variables that may needd changing — the compiler name, netCDF library name, and
netCDF path. These are specified in thedier .mak (genie-main directory). If themuffin code

tree (cgenie.muffin) and output directorydgenie_output) are installed anywhere other than

in your account HOME directory, paths specifying this will have to be editedidfer .mak and
user.sh (genie-main directory). If using therunmuffin. sh experiment configuration/launching
scripts, you'll also have to set the home directory and change every occurretgen@t . muffin

to the model directory name you are using (if different). (Installing the model code under the default
directory namedgenie.muffin) in your $HOME directory is hence by far the simplest and avoids
incurring additional/unnecessary pain (configuration complexity) ...)

Testing muffin

To test the code installation — change directorggenie.muffin/genie-main and type:

make testbiogem

This compiles a carbon cycle enabled configuratiomaffin and runs a short test, comparing the
results against those of a pre-run experiment (also downloaded alongside the model source code). It
serves to check that you have the software environment correctly configured. If you are unsuccessful
here ... double-check the software and directory environment settingsinmak (or user. sh)

and for anetCDF error, check the value of tieETCDF_DIR environment variable. (Refer to the

FAQ section for addition fault-finding tips.) If environment variables are changed: before re-trying
the test, you will need to type:
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make cleanall

That is is for the basic installation.
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No specific example is given at this time fBeedHat ... refer to the installation instructions for

Ubuntu in Section20.5 Probably, not more installation will be needed. Ti®CDF requirements
are the same.
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HOW-TO ... macOS muffin

This is a brief guide to installingwuffin on aMac.

To install themuffin release of cGENIE on a Mac you will need a number of software packages,
including Fortran, C++ and NetCDF. The best way to get hold of these is via a package management
system, such as Homebrew (https://brew.sh) or MacPorts (https://www.macports.org). This guide
is based on Homebrew, because it is slightly more user friendly than MacPorts, and is kept more
up-to-date with changes in the Apple operating system. (If you are already a MacPorts user, please
see Sectior0.7).

1.

First of all, you will need XCode, which can be downloaded from the app store, or here...
https://developer.apple.com/xcode/downloads

After installing XCode, it is necessary to enable command line tools, by entering at the com-
mand line...

xcode-select -install

. Get Homebrew by pasting the following at the terminal command line...

/usr/bin/ruby -e

"$(curl -fsSL https://raw.githubusercontent.com/Homebrew/install/master/install)"
(all one line)

Next, type brew doctor’. This should tell you your system is ready to brew”. Ifit
doesn't, see Sectia?0.7.

. Install Fortran, C++, NetCDF and some other useful libraries at the command line (using

Homebrew) as follows:

brew install cmake
brew install gcc
brew install hdfb
brew install netcdf
brew install wget

. Get hold of a current copy of thauffin code:

git clone https://github.com/derpycode/cgenie.muffin

. Check your netcdf version number by enteringw info netcdf

This will return several lines, but the key one gives the netcdf path, and should look something
like:

/usr/local/Cellar/netcdf/4.6.1_2 (84 files, 6.2MB) *

(This was from my most recent install, with versione. 1_2)

. Finaly, adjust the cGENIE environment variables for your machine and netcdf installation by

editing

cgenie.muffin/genie-main/user.mak, setting:
MACHINE=0SX

and
NETCDF_DIR=/usr/local/Cellar/netcdf/4.6.1_2
to reflect your netcdf path (Step 5).
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7. To test the code installation — change directorygenie .muffin/genie-main and type:

make testbiogem

This compiles a carbon cycle enabled configuratiod&ENIE and runs a short test, compar-

ing the results against those of a pre-run experiment (also downloaded alongside the model
source code). It serves to check that you have the software environment correctly configured.
If you are unsuccessful here ... double-check the software and directory environment settings
in user .mak (Or user.sh) and for a netCDF error, check the value of NE¥CDF_DIR envi-
ronment variable. (Refer to the User Manual for addition fault-finding tips.) If environment
variables are changed: before re-trying the test, you will need to type:

make cleanall

That is is for the basic installation.

MacPorts

You are here because you have already installed MacPorts, presumably by following the instructions
here:

https://www.macports.org/install.phfou now have two options, either remove MacPorts entirely,
replacing it with Homebrew, or install the required packages through MacPorts and a number of
precompiled binaries.

Option 1: Remove MacPorts from your system... (fo be replaced by Homebrew)

1. Back up your system (i.e. using Time Machine).

2. To uninstall MacPorts, enter at the terminal:
sudo port -f uninstall installed
Then remove everything that is left from MacPorts:
sudo rm -rf /opt/local
sudo rm -rf /Applications/DarwinPorts
sudo rm -rf /Applications/MacPorts
sudo rm -rf /Library/LaunchDaemons/org.macports.*
sudo rm -rf /Library/Receipts/DarwinPorts*.pkg
sudo rm -rf /Library/Receipts/MacPorts*.pkg
sudo rm -rf /Library/Startupltems/DarwinPortsStartup
sudo rm -rf /Library/Tcl/darwinportsl.0
sudo rm -rf /Library/Tcl/macportsl.0
sudo rm -rf ~/.macports
Note that thesudo command is inserted before the (i.e. remove) command in order to
enable the correct permissions.

3. You may now continue with your installation as described in the main text. You may have to
delete some files (usingado rm), as recommended yrew doctor.

Option 2: Install required packages through MacPorts and precompiled binaries...
1. First of all, synchronize your installation of MacPorts:
sudo port -v selfupdate
2. Then install Netcdf and related"™€ and Fortran libraries at the command line using Mac-
Ports, as follows:

sudo port install netcdf



248

Chapter 20. HOW-TO

sudo port install netcdf-cxx
sudo port install netcdf-fortran

. Download precompiled fortran and"C binaries appropriate to your operating system (El

Capitan & Sierra, etc.) frorhttp://hpc.sourceforge.nelnstall as follows, amending the file
number to match your version of OSX (e.g. El Capitan & Sierra are associated with the 7.1
binaries).

cd ~/Downloads/

gunzip gcc-7.1-bin.tar.gz

sudo tar -xvf gcc-7.l-bin.tar -C /.

gunzip gfortran-7.1-bin.tar.gz

sudo tar -xvf gfortran-7.1-bin.tar -C /.

If your operating system is not listed here, you will either have to wait until it is, or install
Homebew.

Errors

Errors identified bybrew doctor’ are most likely associated with some incompatible files in your
software libraries, perhaps from a previous installation of MacPorts. Try to follow the suggestions
given to you by brew doctor’, deleting any problematic files (usingndo rm to overcome any
permission issues). Note that you may wish to do a system backup first.
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TBA ...
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Add a water mass age tracer

Water masses (and hence something of ocean circulation) can be tagged with a color (dye) tracer.
However, on its own, this can tell you nothing about water mass age. A second color tracer can be
added, however, and configured in such a way that by analysing the ratio of the two tracers, water
mass age (time since a parcel of water last saw the surface ocean on average).

First off, you are going to needmase-confighat defines both color tracers. An example of this
(but with no biology or carbon cycle and a modern configuration) is:

cgenie.eb_go_gs_ac_bg.worjh2.rb

Obviously, this can be adapted or the 2 lines selecting the 'red’ and 'blue’ color tracers, copied over
into a differentbase-configbut remembering that the total number of ocean tracers selected then
increases by 2).

The way this is going to work is:

1. A restoring of red dye is applied evenly to the entire ocean surface. By itself, this will
simply result in the ocean progressively filling up with dye until equal to the surface concen-
tration and with no time information.

2. So a blue dye is also injected. The concentration of this is also restored at the surface.
However, the surface concentration of the blue dye is scaled such that it reflects age in the
model experiment. This counts 'down’, such that at the start of the experiment the dye is at its
highest concentration and hence representing the greatest amount of time (age). As the run
progressive and time runs towards zero, so does the dye flux. i.e. for for an experiment run-
ning for 10,000 years, the concentration of blue at the surface linearly declines from 10,000
to 0.

Or alternatively:

3. So far, even with the blue dye reflecting 'time’, remote parts of the ocean will not have
received much dye, so even though the water should be ’old’ and the surface concentration
high, the concentration and hence 'age’ in the deep ocean will still be low. So the red dye is
used to normalize for the dispersion and dilution of the blue dye.

Water mass age tracing can be configured quite simply, and with the tracer concentration ma-
nipulations carried out automatically, as follows. Base-confidile with both red and blue color
tracers defined is still required, but rather than have to define and use aaeirmgs(and associ-
ated forcing configuration), a single parameter is added inisee-confidgile:

bg_ctrl_force_ocn_age=.true.

This will automatically create the age tracer and additional explicitly output (in netCDF) both the
total age of a water parcel, as well as the age relative to the surface (ventilation age).

In this methodology, in the netCDF output, the concentration ratio of blue/red, should be 'age’
—the mean time that a parcel of water was last at the surface.

In comparison, in the original (and still valid way of implementing water mass age tracing), 2
surface oceaforcingsneed be specified in order to create the combined age tracer. An example
forcing is provided:forcing: pyyyyz.Rcolr_Rcolb, which is yhen configured, for a 10,000 year
run in this example, by adding the following 2 parameter settings inigee-config
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bg_par_ocn_force_scale_val_49=10000.0
bg_par_ocn_force_scale_time_49=10000.0

(If the experiment duration is longer than 10,000 years, the parameter values need be adjusted
accordingly.)
Exampleuser-confidiles for both approaches are provided:

EXAMPLE.worjh2.NONE_age.SPIN
EXAMPLE.wor jh2.NONE_colage.SPIN

Note that the automatic approachXAMPLE.worjh2.NONE_colage.SPIN) will handle experi-

ments started from ge-start (but not for the manual approach). The only advantage to the manual
approach¥XAMPLE. wor jh2.NONE_age.SPIN), which is provided for backwards code/experiment
compatibility, is that it is possible to specify a surface age for a specific region, e.g. North Atlantic,
meaning that the ventilation age is the time since a parcel of water last saw the North Atlantic rather
than anywhere at the surface (as in the automatic approach).

Include ’preformed’ tracers
Preformed tracers are selected via 2 modifications:
1. By setting the parameter:

bg_ctrl_bio_preformed=.true.
2. By including sufficient/appropriate color tracers in tese-config
A total of 10 generic color tracers are defined and can be selected (batigeconfily from

io_col0 (tracer number #57) througi_col9 (tracer number #66), and with the preformed tracer
parameter set, represent:

Ocean tracer number Mnemonic Represents the preformed versi@ter:

57 io_col0 DIC

58 io_coll ALK

59 io_col2 O,

60 io_col3 POy

61 io_col4d NO3

62 io_colb Ca

63 io_col6 SiG,

64 io_col7 o¥C of DIC

65 io_col8 (NOT CURRENTLY USED)
66 io_col9 (NOT CURRENTLYUSED)

(Obviously, you need to have the respective ocean tracer selected.)

One can have a genefiimse-configwith all 10 possible color tracers selected, and then only
for the selected corresponding tracers will a preformed tracer be simulated and output generated.
Or one can just select the specific color tracer corresponding to a selected biogeochem tracer.

Diagnose a Transport Matrix

The physical circulation imuffin can be diagnosed as a Transport Matrix: a representation of
the steady-state average circulation as a sparse matriXfs@vala et al. [2005] Accelerated
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simulation of passive tracers in ocean circulation models. Ocean Modelling. 9 (1), pp. 51 - 69).
There are a number of advantages of using a transport matrix such as finding preformed tracer
distributions and using it as a surrogate circulation for a steady-state biogeochemical model (see
Khatiwala [2007] — A computational framework for simulation of biogeochemical tracers in the
ocean. Global Biogeochemical Cycles. 21 (3), GB3001).

At its most simplest, the method sets a passive tracer (i.e., affected by ocean circulation only)
to 1 umol kg™t in a single grid-box, leaving every other grid-box ag®ol kg~X. The model is
then integrated for a single timestep. The whole grid is then vectorised, i.e., grid-boxes are stacked
on top of each other, and this forms one column of the matrix. This process is repeated for the next
grid-box along forming the second column. The columns of the matrix represent the distribution of
the tracer from each grid-box individually after one timestep. To diagnose a matrix within GENIE,
a few extra steps are taken: 6 tracers are used in a gridded pattern to diagnose one depth level
simultaneously; each depth level is diagnosed and averaged in a year in turn as the number of
grid-boxes affected by convection is not predictable.

Diagnosing within a GENIE run

A full matrix can be diagnosed within a single run. To do so, first add the following six "colour”
tracers selected to thmse-confidile:

gm_ocn_select_57=.true.
gm_ocn_select_58=.true.
gm_ocn_select_59=.true.
gm_ocn_select_60=.true.
gm_ocn_select_61=.true.
gm_ocn_select_62=.true.

(and remembering to increase the total number of selected ocean tracers). Theunsertbenfig
file, set the following parameters values in order to diagnose a transport matrix:

1. By ensuring preformed tracers are not implemented:
bg_ctrl_bio_preformed=.false.

2. Select the transport matrix flag.
bg_ctrl_data_diagnose_TM=.true.

3. Select the year to start diagnosing the matrix. The matrix requires the same number of years
to diagnose as there are depth levels in the configuration, e.g., 16 years with a 16-level con-
figuration.

bg_par_data_TM_start=9980

4. Select the averaging interval. Setting to 1 will give one annual average matrix, 4 will give
four seasonally averaged matrices and 12 will give monthly averaged matrices.

bg_par_data_TM_avg_n=1

There are also a few other things to consider. The model will try and warn you...

e The "colour" tracers are used for other purposes such as preformed tracers. Diagnosing pre-
formed tracers at the same time probably isn’t a good idea.
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bg_ctrl_bio_preformed=.false.

e If you want to diagnose seasonal or monthly matrices, ensure you have seasonal variability
otherwise you get will get a number of identical matrices:

ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.

e If you want to diagnose seasonal or monthly matrices, you may want to save other output
at the same intervals by setting the following (this is not the same as the matrix averaging
parameter! Set to 24 for seasonal or 8 for monthly):

bg_par_data_save_slice_n=24

Lastly, biogem needs to run with a 1:1 time-step ratio wigoldstein You can either edit the
runmuffin.sh script yourself or better, use thenmuffin.TM. sh script which sets this ratio to 1
automatically.

The transport matrix data will be written to a netCDF file namegahsport_matrix_C00.nc
in the biogem outputd00 stands for the specific format of the sparse matrix). See the next sections
on what to do with it...

Loading the Transport Matrix in MATLAB

To load the Transport Matrix into MATLAB, copyransport_matrix_C00.nc to a directory
MATLAB can see. Use th@oad_genie_matrix.m Script fromwww.github.com/derpycode/
muffindata/Transport_Matrix to read the file and create the matrix in MATLAB and save it
the matrices to a file naed whatever you specified. A matrix is conventionally cdallethere are
multiple matrices, they are saved under one filag\2 etc...

load_genie_matrix ( ’transport_matrix_C00.nc’ , ’output_filename’)

The script also saves a file calledtrix_vars.mat containing metadata:

1. v_index - a structure array with 4 vectors containing the indices for longitagleldtitude
(j) and depth ¥ with 16 as surfacerk with 1 as surface). These are required to convert
between a 3-D grid to vector formats (see below).

2. nb - the number of wet grid-boxes

3. Ib andIi - indices containing the location of the surface and interior ocean grid-boxes in the
matrix

You should perform a basic check on the transport matrices before using them to check there
were no issues in diagnosing them. Each row of the matrix must sum to 1.0 to ensure mass conser-
vation. In practice, due to the way the matrix is averaged over a single run, this is never exact but
should be close within several decimal places. Runsing(A,2) will find the sum of each row.
sum(sum(A,2)) should also equal the total number of boxes Hopefully, it should be obvious
that the circulation should be as close to steady state as possible in your run!

Useful MATLAB Functions

Additional MATLAB functions to help process and use transport matrices can be found: at
github.com/derpycode/muffindata/Transport_Matrix.
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1. v2f .mandf2v.m - convert between vector and 3-D grid. Takes the vector indicesiidex
as arguments.

2. read_genie_netcdf.m - reads one or multiple variables from a genie netCDF output file
into your MATLAB workspace. It will read in a 3-D field or convert to a vector format.

3. split_transport_matrix.m - Splits a transport matrix into a boundary (surface grid-boxes
only) and interior matrices, needed when solving for steady state solutions. The function
takes thelb variable as an argument.
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HOW-TO ... screw with the climate system

Set/un-set seasonal insolation forcing

Seasonal insolation forcing of ti&MBM , GOLDSTEIN ocean, and sea-ice model, are set by the
following parameter®

ea_dosc=.true.
go_dosc=.true.
gs_dosc=.true.

and are.true. by default. To set an annual average insolation forcing with no seasonality, simply
setthese tofalse..

Implement ’brine-rejection’

cGENIE.muffin has the capability to include this effect (at least crudely) and similaBptttes et
al. [2010]. For this, three namelist parameter values need to be set:

bg_ctrl_force_GOLDSTEInTS=.TRUE.
bg_par_misc_brinerejection_frac=0.1
bg_par_misc_brinerejection_jmax=9

The first, simply allows th&IOGEM biogeochem. module to directly influence ocean circu-
lation. The second is the fraction of salt, rejected during sea-ice formation (e.@@pa#es et al.
[2010]) that is transferred directly to the bottom-most (underlying) ocean cell in the model. The
third sets a latitude limit (counted in cells) to the effect — on 1B grid, a value of 9 will restrict
brine rejection to the southern hemisphere (and hence Southern Ocean); a value of 18 will allow it
to take place in the North Atlantic as well. (Note that in eBputtes et al.[2010], the effect of
brine-rejection is considered only in the Southern Ocean.)

There is also option for treating all tracers the same way (including DIC ALK, PO4, etc.) and
translocate biogeochem. tracers proportionally to salinity.

8These are typically set in tHese-confidgf needed (i.e. different from default).
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Modify the ocean inventory of a tracer of a re-started experiment

There are three different ways in which for a closed system, the inventory of a tracer can be modi-
fied:
1. Add a flux forcing, to the ocean surface or the ocean as a whole. The tracer change is then
the total global flux times the duration of the forcing. Note that the forcing can be positive or
negative (to effect a decrease in the tracer inventory)

2. There is a parameter that add to or subtract from, the tracer inventory at the very beginning
of an experiment (and assuming it is running on fromeatarf). The parameter name is
bg_ocn_dinit_nn, wherenn is the tracenumber(which can be found in the parameter list
table PDF, or by inspection of the fiteracer_define.ocn (for ocean, dissolved tracers) in
the directorycgenie.muffin/genie-main/data/input. For example:
bg_ocn_dinit_8=1.0E-6
will add 1 uM kg~! of POy, (#8 is the tracer number of dissolved phosphate), uniformly to
the ocean. Note that a negative value will result in the subtraction of a uniform concentration
form every grip cell in the ocean (meaning that care has to be taken to ensure that negative
numbers to not appear following subtraction).

3. There is a variant to the concentration adjusting parameter that is enabled by setting the
parameter
bg_ctrl_ocn_dinit to false (it iS true by default). bg_ocn_dinit_nn now acts as a
scaling factor that is applied to the tracer concentration field. The new concentration field is
equal to the old concentration field (from treestarf), times (1.0 + bg_ocn_dinit_nn),
e.g.:
bg_ctrl_ocn_dinit=.false.
bg_ocn_dinit_8=0.5
will result in a 50% increase in the concentration of dissolved phosphate everywhere in the
ocean (and a value df.0 doubles concentrations). Conversely, a value less than one will
result in a proportional reduction everywhere, e.g.:
bg_ctrl_ocn_dinit=.false.
bg_ocn_dinit_8=-0.2
generates a 20% decrease everywhere.
Obviously, if the experiment is not being run from a re-start, or is being run from a re-start which
does not include the particular tracer, then the initial value of the trace can be set. The parameter
name isog_ocn_init_nn, wherenn is the tracenumber

Determine the CH4 flux required to achieve a particular atmospheric pCH4 value

Unlike the concentration of Cin the atmosphere, which if restored to a chosen value during a
spin-upexperiment, will remain at that value incantinuationexperiment (if no other perturbation

of the carbon cycle or CO2 emissions have been prescribed),rCtHe atmosphere decays with

a lifetime of ca. 8 years (with a small fraction dissolving in ocean surface waters and being oxi-
dized in the ocean). Hence, atmospherics@éktoredto a particular value in a spin-up, requires
that restoring to be maintained in apgntinuationexperiment or Ch will quickly decay to zero.
However, doing thisréstoringCH,4 concentrations), prevents the effect of £éissions on being
assessed (as the atmospheric composition is being help constant).

An alternative would be carry out tlpin-upexperiment with naestoringof atmospheric Cll(or
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restoringto zero), and then run theontinuationexperiment with no Chlirestoring This would
enable e.g. ClHemissions experiments to be carried out and the change in atmospharin (&
sponse to be simulated. The problem here is that the lifetime qfiCthe atmosphere scales with
the CH, concentration. So in starting with no Glh the atmosphere, the GHifetime is relatively
short, and the response to ¢emissions will be underestimated.

What is in effect 'missing’ are the (nhatural) sources of CH4 to the atmosphere such as wetlands,
which at steady state, provide a gfux that balances the oxidation rate of €id the atmosphere
(and ocean). cGENIE hasparameterfor this: ac_par_atm_wetlands_FCH4 (mol yr-1) (with

the isotopic composition of this source set by, par_atm_wetlands_FCH4_d13C). All that then
remains is to determine the flux of GHhat balances the rate of oxidative loss for the desired
atmospheric Chlconcentration. To do this:

1. Carry out aspin-upwith atmospheric Chirestoredto the desired concentratién.

2. Determine the total loss rate of GKincluding both atmospheric oxidation and invasion (and
subsequent oxidation) into the ocean) — this is recorded itinfeseriegesults file:

biogem_series_focnatm_pCH4.res'C,

3. Set thgparameterac_par_atm_wetlands_FCH4 equal to this value.

An example of a spin-up in which a prescribed ('wetland’) flux of ablthe atmosphere is set,
is described in:
CcGENIE.Examples spin-upexampleEXAMPLE_p0055c_P04_CH4_SPIN2

Determine the atmospheric radiocarbon flux required to achieve a steady state 14C sys-
tem

First, you need to spin the system with the atmosphere restored to the e.g. pre-indtf&irizlue
desired. There are two ways then to diagnose the equivdi@rftux:

1. Sum the total mol inventory a&“C in the ocean (as DIC) and atmosphere §f;®oth of
which can be found in the relevant time-series output. The radiocarbon decay rate multiplied
by the (steady state) inventory then gives the total decay, which of course is equal to the
cosmogenic input flux needed to maintain steady state.

2. Rather simpler, enabled by some recent output code changes, is simply to read off the reported
atmospheric flux forcing that is being applied to restore the atmosgkiée value. The
relevant time-series output file is:
biogem_series_diag _misc_specified_forcing_pC02_14C.res

Once the balancing*C flux value has been obtained, the namelist parameter controlling the
rate of cosmogenit*C production (by default, zeroyc_par_atm_F14C

9For an example: see experim@MAMPLE_p0055c_P04_CH4_SPIN described irtGENIE.Examples
10second column (the value in units of mol yr-1)
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Configure an abiotic ocean

Biological productivity in the ocean can be completely turned off to create an abiotic ocean (why
you would want to do this is another matter ... perhaps analyzing the solubility pump or a 'deep-
time’ and prior to significant marine life study ... (?)). The biological option is set bpénemeter

bg_par_bio_prodopt

which by default takes a value 6 N1T_P04MM" which selects the scheme describedRidgwell
et al. [2007a]. To have no biological production in the ocean, add the following line to the end of
theuser-configile!:

bg_par_bio_prodopt="NONE"

With this set, you do not have to specify any biological production or remineralizatomelist
parametervalues in theuser-configile.

Prescribe the CaCO3:POC export ratio

In the default? 'biological’ scheme in GENIE the CaCO3:POC export ratio from the surface ocean
in BIOGEM is parameterized as a power law function of the degree of ambient over-saturation
w.r.t. calcite Ridgwell et al, 2007a,b]. The calculated Ca@®OC ratio will vary therefore both
spatially, particularly w.r.t. latitude (and temperature), as well as in time, if the surface ocean
saturation state changes. The latter can arise from climatic (temperature) or circulation changes, or
through a change in the DIC and/or ALK inventory of the ocean (such as resulting from emissions
of fossil fuel CO2) or the re-partitioning of these species vertically within the ocean (e.g., as a result
of any change in the strength of the biological pump).

There may be situations in which it is advisable to hold the CaOC export ratio invariant.
For instance, considering the current very considerable uncertainties in the impacts of ocean acid-
ification on marine calcifiersHidgwell et al, 2007a] the safest assumption is arguably to exclude
any acidification impact on calcification and carbonate export. Specifying a spatially uniform value
of the CaCQ:POC ratio ratio (e.g. 0.25 or 0.3) also allows comparison with the results of early
carbon cycle model studies. For deeper-time geological studies where little about marine carbon-
ate production may be knowan priori, a spatially uniform value represents the simplest possible
assumption (e.gRanchuk et al[2008]).

BIOGEM can be told to use a prescribed (spatially and temporally invariant) 2D field of CROO
export rain ratios (instead of calculating these internally as a function of ocean chemistry) by setting
the 'Replace internal CaCO3:POC export rain ratio&melist parameteflag to . true. :

bg_ctrl_force_CaCO03toPOCrainratio=.true.

You must also then provide a 2D data field that specifies the value of the rain ratio at each and every
surface ocean grid point. The filename of this field is set by default to:

bg_par_CaC03toPOCrainratio_file="CaCO3toPOCrainratio.dat"
and the file must be located in the 'BIOGEM data input directbyywhich by default is:
bg_par_indir_name=" $RUNTIME_ROOT/genie-biogem/data/input"

This 2-D field must be in the form of an ASCII file with space (or tab) separated values arranged
in rows and columns of latitude and longitude. The format of the file must follow the GOLDSTEIN

110r edit the existing line under the section-’ BIOLOGICAL NEW PRODUCTION --’
12The default biological scheme is given yg_par_bio_prodopt=’1N1T_PO4MM’ .
I3¢RUNTIME_ROOT being equal to /genie.
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ocean grid with the first line being the most Northerly row, and the last line the most Southerly row
of grid points. Data along a row is from West to East. The latitude of the first column of values
must be consistent with the defined starting latitude of the model grid, which is specified by the
namelist parameteym_par_grid_lon_offset'4 Examples are given in the code repositry

If you are using a uniform value, it is an easy enough job to createxa3®6array of the value
you so desiré.

If you want to hold a previously-calculated (spatially variable) Cag®OC field constant, then
the easiest way to achieve this is to copy the information contained timtleesliceresults field:
misc_sur_rCaC03toPOC in the results netCDF filéields_biogem_2d.nc!’. Because this is a
3D data field (36< 36 x 8), carefully highlight just the surface ocean (2D) distribution (e.g., from
the Panoply viewer) or extract from the netCDF file by some other means, and then copy and paste
into:
CaC03toP0OCrainratio.dat (or whatever you have specified the filename as). When copying
Panoply data, 'NaN’s should be replaced by values of zero. Take care that the final (steady-state)
time-slice is being copied and not the first (un-spunup) one ...

TIP: In order to quantify the importance of calcification feedbacks with CO2 and climate, two
model integrations are required: one with the Ca@@C ratio held constant and the other with
it allowed to vary, thereby allowing the effect of a changing Ca@®OC ratio on the system to to
elucidated.

Implement an alternative fixed remineralization profile for POC (e.g. Martin curve)

There are several options for utilizing a fixed remineralization profile for POC, which by default is
a double exponential (Se®idgwell et al.[2007a]). The fixed remineralziation profile scheme is
set by the string parametebg_par_bio_remin_fun. By default, it has a value okfolding’.
Currently available options are:

e Martin1987, which applies a globally-uniform power, set by:
bg_par_bio_remin_martin_b
(which by default has a value of -0.858)
e Henson2012, which calculates the value of b according to sea surface temperature (SST):
b =(0.024 * SST) - 1.06
To user either (on their own), all organic matter should be assigned to a single phase, with the
2nd (recalcitrant) fraction set to zero:

bg_par_bio_remin_P0OC_frac2=0.0

Note that these parameterizations can be combined with ballasting and will act on the ’free’
POC phase (i.e. the one not controlled by the ballasting parameterization).

Implement particulate organic carbon ’ballasting’

The default particulate organic carbon (POC) ocean interior remineralization scheme is based on
fixed, prescribed profiles of relative POC flux to depth (e.g. §ddgwell[2001]; Ridgwell et al.
[2007a]). A 'ballasting’ control on POC transport to depth can instead be implemented by:

14.260E by default

15%¢.g.,"/genie/genie-biogem/data/input/CaC03toP0Crainratio_worbe2_preindustrial.dat

181t doesn’t matter if you specify a value over land because only values associated with wet cells will be acted on.

17You must have the 'miscellaneous properties’ time-slice save flag set to:
bg_ctrl_data_save_slice_misc=.true. (the default) for this field to be saved.
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bg_ctrl_bio_remin_POC_ballast=.true.
bg_ctrl_bio_remin_POC_fixed=.false.

The POC 'carrying coefficients’ for CaCO3, opal, and detrital (lithogenic) material are set by
the parameters:

bg_par_bio_remin_ballast_kc
bg_par_bio_remin_ballast_ko
bg_par_bio_remin_ballast_k1

(for CaCOg3, opal, and lithogenics, respectively). Note that the ballast coefficient units are: g POC
m-2 yr-1 (g ballast m-2 yr-1)-1 (i.eg g-1), which are internally converted to: mol POC m-2 yr-1
(mol ballast m-2 yr-1)-1 (i.emol mol-1).

A fixed (in time), but spatially heterogeneous field can also be prescribed instead of global
uniform values (akin to setting a pattern of the CaCO3:POC export rain PRio The parameters
setting whether to substitute a globally-uniform value with a specified pattern are:

bg_ctrl_force_CaCO3ballastcoeff=.true.
bg_ctrl_force_opalballastcoeff=.true.
bg_ctrl_force_detballastcoeff=.true.

and which by default arefalse.. The patterns of carrying coefficient are determined by files read
in from cgenie/genie-biogem/data/input. The filenames are specified by:

bg_par_CaC03ballastcoeff_file
bg_par_opalballastcoeff_file
bg_par_detballastcoeff_file

(again, akin to the methodology for setting the CaCO3:POC export rain 23jp (

Note that ballasting is combined with an e-folding (or other) fixed profile remineralization
scheme®. Ballasting is calculated with respect to the 2nd (recalcitrant) fraction of POC only.
The remaining POC export is be degraded by an alternative algorithm, which by default, is an e-
folding decay (see previously for more and alternatives). The fraction of initial export assigned to
ballasting vs. 'free’ POC is calculated according to the available exported ballast flux.

Prescribe biological export production
Two possibilities:
1. Via a full prescription of all particulate fluxes in surface ocean

Create a full set of particulate (sediment tracer) flux forcings fields for the surface ocean, one
for each biologically-related sediment tracer selected in the model, including isotopes (and
trace metals). Everything except for the surface layer can be left as a zero (0.0) in the two 3D
spatial fields required for each tracer.
You must also create a set of dissolved (ocean) tracer flux forcings fields for the surface ocean,
one for each dissolved tracer associated with the particulates and selected in the model (in-
cluding isotopes etc). The dissolved tracer flux fields must be create so as to exactly cancel
out the particulate fields to conserve mass. For most tracers this is trivial, i.e., the fields for

18Although in a sense, the remineralization of POC is not 'fixed’ in that it does nto have a predetermined profile but
instead is set by the changing flux of CaCO3, opal and lithogenic fluxes with dgpttt,rl_bio_remin_POC_fixed
should still be set totrue. (the default).
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P in particulate organic matter (sed_POP) need be associated with fields for dissolved PO4
(ocn_PO04) which will simply be equal in magnitude but opposite in sign to POP. Complica-
tions start to arise for CaCO3 and there is also the question of alkalinity changes associated
with organic matter creation/destruction (via changes in NO3), so this method, whilst the
most flexible, is not without its complications and degree of tediousness (i.e. would not
recommend).

2. By just prescribing just the POC flux
An alternative has been provided enabling a full biological productivity in the surface ocean,
but controlled by prescribing just the particulate organic carbon export flux. This ’biological’
scheme is selected with:
bg_par_bio_prodopt="bio_POCflux"
What happens in practice is that the POC flux is used to calculate the equivalent PO4 change
in the surface ocean, and then this is passed to the biological scheme and export production
calculated 'as usual’. (The POC flux forcing is set to zero once the associated PO4 (uptake)
flux has been calculated.)
A particulate (sediment tracer) flux forcing for POC in the surface ocean still has to be defined
and selected, but no otharcings(including the associated removed dissolved tracers) are
required. An example forcing configuration is givenuer jh2.FPOC_Caoetal2009 (and
selected by:bg_par_forcing name="worjh2.FPOC_Caoetal2009") An exampleuser-
config EXAMPLE . wor jh2.Caoetal2009_FPOC illustrating this is provided.
NOTE: Take care with dissolved organic matter (DOM) production, as the specified POC
flux is automatically increased to take into account DOM production. i.e. is 50% of export
is specified to be partitioned into dissolved rather than particulate organic matter export,
whatever is specified in the POC export forcing would be internally doubled, before being
partitioned into POM and DOMNOTE: Also take care with the units of the fldgrcing to
the surface layer in the ocean, which are in mol yr-1. The main particulate flux output is
in units of mol m-2 yr-1, but sinceGENIE is invariably run on a equal area grid it is not
difficult to convert export production densities to mol yr-1 (you either need to divide the area
of the Earth’s surface by the number of grid points, or save the ocean grid information — see
netCDF save options in the User Manual). Alternatively, as of reviss&25,cGENIE saves
the primary particulate flux fields also in units of mol yr-1 (assuming you have the biological
or full netCDF save options selected — see netCDF save options in the User Manual).
Be aware that if there is insufficient PO4 to support the require POC flux, the entire POC
flux will still be created, meaning that you may end up with regions of negative nutrient
concentration.

Include a R-DOM cycle in the ocean

The parametemg_ctrl_bio_remin_RDOM_photolysis determines whether RDOM degradation
is restricted to the surface layer and occurs only by/associated with photolysis. It caruee or
.false. and by default is set to:

bg_ctrl_bio_remin_RDOM_photolysis=.false.

When set. true., RDOM degradation is set to zero everywhere in the ocean except the surface
layer. Here, the lifetime (parametéyg_par_bio_remin_RDOMlifetime) is modified in *inverse*
proportion to the solar insolation integrated over the surface layer. (There is a field in the 2D
netCDF of solar insolation at the ocean surface, and the average over the surface layer is approx
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1/4 of this.). i.e., in lower latitude and higher insolation regions, the lifetime is shorter than specified
by bg_par_bio_remin_RDOMlifetime (and by approx a factor of 1/4 of the solar insolation in W
m-2).

Include a Cd cycle in the ocean

In order to run cGENIE with ocean cadmium cycle, the followlrage config
cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_BASEFeCd is provided.

Atypical experiment command line, using tiger confidile: EXAMPLE_wor jh2_P04Fe_Cd_SPIN
(also provided under SVN), would look like:

./runCCgenie.sh cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_FeCdBASE /
EXAMPLE_wor jh2_FeCd_SPIN 11

To submit this job to the cluster (from $SHOME):

gsub -q kitten.q -j y -o cgenie_log -S
/bin/bash subcgenie.sh cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_BASEFeCd /
EXAMPLE_wor jh2_P04Fe_Cd_SPIN 10001

Include an iodine cycle in the ocean

In order to run cGENIE with a marine iodine cycle, one of the followlrage-config is needed:

cgenie.eb_go_gs_ac_bg.worjh2.BASEI
cgenie.eb_go_gs_ac_bg.worjh2.BASEI
cgenie.eb_go_gs_ac_bg.worbe2.BASESI

Of these, recommended is one of the 16-level oaearjh2 configurations® as the oxygen mini-
mum zones in the 8-level oceanrbe2 configuration are much more poorly developed Rédy-
well et al.[2007a]).

Example configurations of several different levels of complexity of iodine cycling are given in
the follow sections.

Basic ('abiotic’) iodine cycle

This section outlines the most trivial possible configurtaion of the marine iodine cycle, in which the
only processes are:

1. Reduction if IO3- to I- under dysoxic conditions

2. Re-oxidation of I- to I03-
An example experiment configuratiaser-config- EXAMPLE . wor jh2.P04Ibasic.SPIN —is given.
In this, the available parameters (listed under the heading-' MISC --' and '### IODINE
CYCLE CONTROLS ###") controlling the iodine cycle are:

e # set no biological I03 uptake

For simplicity, this experiment configuration sets the iodate update in organic matter associ-

ated with biological production at the ocean surface, to zero. The parasgetetr _bio_red_POC_P0OI
specifies the ratio of | to C in new production (the cellular quotient) and is set to zero.

19The difference between the twer jh2 configurations is that one (with the”in * BASEST’ also includes a sulphur
cycle.



20.12 HOW-TO ... biology 263

e # select basic reduction and oxidation options
There are various alternative options for how 103 is reduced in dysoxic conditions. The sim-
plest parameterization is specified here;
bg_opt_bio_remin_reduce_I03toI=’threshold’,
in which a threshold of dissolved oxygen is prescribed. In any regions (i.e. model grid boxes)
of the ocean in which dissolved oxygen concentrations fall are below thjsis@ompletely
reduced toT.
Alternative options also exist for how the re-oxidation ofdccurs. In the simple parameter-
ization specified here;
bg_opt_bio_remin_oxidize_ItoI03=’lifetime’,
a fixed lifetime of I in the ocean is prescribed. Oxidation proceeds at this rate regardless of
the oxygenation state of the ocean, but as long as sufficient oxygen to accomplish the reaction
21~ + 30, — 2103 exists.

e # set [02] threshold (mol kg~!) for (complete) reduction of I.
The parametebg_par_bio_remin_c02_I03tol sets the dissolved oxygen concentration
threshold (mol kg*, below which IQ will be reduced.

o #tset I lifetime (yrs)
Finally, the parametésg_par_bio_remin_Ilifetime then sets the lifetime of1in years.

Model output is saved in the 'normal way’ (refer to the User Manual) and amongst the ocean
tracers (bcn_x"), are the tracers of dissolved iodide and dissolved iodate (in units of mdi)kg
Model output can also be contrasted with observed data re-gridded to the cGkd¥ k%) grid.

A typical command-line launching of a model experiment (10000 years integration in this case)
would be:

./runmuffin.sh cgenie.eb_go_gs_ac_bg.worjh2.BASEI /

EXAMPLE.wor jh2.P04Ibasic.SPIN 10000

’Biotic’ component to the iodine cycle

This section outlines the next component of the marine iodine cycle, involving phytoplankton, with
the two processes:

1. uptate of IQ

2. remineralization/release of |
The way this cycling in the model works is as follows: First, as plankton biomass is created, along-
side C and P (and if selected N, Fe and other trace elementg)isi@ken up by the cell, in a
specified proportion to carbon (see below). Of this biomass, a proportion is assumed to be exported
in particulate organic matter (POM) form beneath the euphotic zone, with the remainder converted
to labile dissolved organic matter (DOM) (selRidgwell et al.[2007a] for details). When either
POM or DOM is remineralized and elemental constituents released, rather than returpibgdio
to solution, it is assumed that the dissolved iodine is in the fornT of(This also requires an ac-
counting of release of 02, as s taken up by the cell and assume to be instantaneously internally
reduced.) The result is: (i) a progressive transformation @1~ in the surface ocean as DOM is
continually created and destroyed, and (ii) a 'nutrient-like’ enrichment af khe sub-surface as a
consequence of the remineralization of POM.

An example experiment configuratiarser-config— EXAMPLE.wor jh2.P04Ibio.SPIN — is
given. In this, the available parameters (listed under the heatling 'MISC --’and '### IODINE
CYCLE CONTROLS ###’) controlling the iodine cycle are:



264

Chapter 20. HOW-TO

e # select option for no watercolumn reduction

For simplicity, this experiment configuration sets the reduction of iodate under low oxygen
conditions in the water to zero (i.e. leaving the biological pump as the only sourcg; of |
bg_opt_bio_remin_reduce_I03toI=’NONE’

# set biological I03 uptake

Set a cellular I:C quotient. Here, a value1of0E-4 is given as an example;

bg_par_bio_red _POC_POI = 1.0E-4

# set I lifetime (yrs)

Finally, the parametésg_par_bio_remin_Ilifetime then sets the lifetime oflin years.

(Here, for illustrative purposes, the lifetime is increased to 10 years compared to 1 year in the
basicExample.)
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HOW-TO ... force the system

(general)

Note: All the forcings described here assume a newer (simplified) methodology for prescribing
forcings?® This methodology is enabled by setting:

bg_ctrl_force_oldformat=.false.

This is set automatically as part of thenmuffin.sh shell script!.

Taking the example of the ocean (dissolved tracers): flux and restioriciggsare defined in
the forcings specification file:configure_forcings_ocn.dat. As detailed in the notes to this
file, there is a flagqOLUMN #6) which sets the spatial attributes of tteecing as follows:

3 —'3D’ —force the entire ocean volume uniformly

2 —'2D’ —force the entire ocean surface uniformly

0 —’0D’ —force a specified point

-1 —'SURFACE’ - force with/to specified surface ocean pattern

-2 —'BENTHIC’ — force with/to specified benthic pattern

-3 —'LEVEL - force a specific layer in the ocean with/to specified paftern

-4 —'SURFACE+BENTHIC’ — simultaneously force with/to specified (and sperate) surface and
benthic pattern

The default 8) is that the forcing is applied uniformly to the entire (3D) ocean volume.

Options 3, 2, and0, as: uniform 33° (volume), uniform 2D (surface), and point forcing,
respectively, require no additional (spatial) information and only an additional file specifying the
time-dependent information for each forcing need be provided:

biogem_force_flux_ocn_xxx_sig.dat
for flux forcings, and
biogem_force_restore_ocn_xxx_sig.dat

where: xxx represents the mnemonic of the tracer (eb@G is dissolved inorganic carbolgH4 is
methane, etc.).

Options-1 (SURFACE), -2 (BENTHIC) -3 and-4, require a 2D field to be provided, in addition
to the time-dependent information for each forcing. The grids for both are the same —i.e., all 'wet
grid points (non dry land) in the model. The filename for these 2D files is of the form:

biogem_force_flux_ocn_xxx_SUR.dat
for flux forcings, and
biogem_force_restore_ocn_xxx_SUR.dat

with BEN for the equivalent BENTHIC, antV for LEVEL forcing selections.

20For details of the "old’, fully 3D spatially-explicit forcing methodology, refer to t@ENIE user-manual

21(put it not the actual defauftamelist parametesetting)

22For k=k_max, this duplicates the SURFACE forcing.

23Note that here: '3D’ does not mean a spatially explicit 3D pattern and hence the original (‘old’) way of specifying
forcings but instead: that the forcing is applied uniformly in 3D space (i.e., is in effect a vdioriag).
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Prescribe a time-varying history of radiocarbon production in the atmosphere

The original way for doing was this was to create a,dtDx forcing and give its3*C signature
an extremely positive value. However, inputs and outputs of isotopic compositiec®ENIE are
limited to being between -999 and +999 per mil. Prescribing a small flux oftG@e atmosphere
with a 514C of +999 per mil will not give an equivalent flux as if it were pdfi€ (hence needing
the calculation of the equivalent total G@ux with a +999 per mil signature).

There is now a simple hack (not yet extended to flux forcings of the ocean) to dBENIE to
interpret the value specified as 8*C forcing signature as an absolute flux (in units of molyr
rather than convert from a per mil notatimGENIE knows to use this alternative if the flux of @O
specified in the C@flux forcing is *identical* to the value given fd¥*C. i.e. in order to prescribe a
production rate of*C in the atmosphere sufficient to balance ocean-atmosphere carbon cycling (in
theCao et al.[2009] configuration of the model), instead of setting the atmosph&iproduction
parameter:
ac_par_atm_F14C=0.387E+03
One would now set an identical value®f387E+03 in bothforcingfiles:
biogem_force_flux_atm_pC02_14C_sig.dat
biogem_force_flux_atm_pCO02_sig.dat
(or equivalently, re-scale a unit flux forcing given in fioecingfiles using thébg_par_atm_force_scale_val_5
parameter in the example YiC (andbg_par_atm_force_scale_val_3 for bulk CQy)).

Selection of the requirefibrcingsin configure_forcings_atm.dat?* then looks like this:
-START-OF-DATA-

03 f 0.1 t t F 2 01 01 ’[carbon dioxide (C02)]’

05 £ 0.1 t t F 2 01 01 ’[14C C02]’
-END-OF-DATA-

Now that*C production is being specified explicitly by means éb&ing, one can easily then
implement a time-dependent changé4@ production.

Prescribe an injection of radiocarbon-dead DIC
First ... abase-configvith 14C tracers is needed, e.g.,:
cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_ANTH
or
cgenie_eb_go_gs_ac_bg_itfclsd_161_JH_ANTHFe
(with Fe co-limitation of marine biological productivity).

Then, in theuser-configan appropriatéorcing needs to be specified, e.qg.:
pyyyyx_FDIC_F13DIC_F14DIC
and under the heading FORCINGS --, might look something like:

e Forforcing selection:

bg_ctrl_force_oldformat=.false.
bg_par_forcing_name="worjh2_FDIC_F13DIC_F14DIC"

which prescribes a forcing of DIC plus its (13C and 14C) isotopes to the ocean (somewhere
or everywhere).
e Then:

bg_par_ocn_force_scale_val_03=0.0833el15

24There is no need to specify!aC flux (ignore any warnings at start-up). Indeed, formally, there i5*@associated
with 14C production form N. Actually ... DO NOT add &3C forcing, just in case ...
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sets the flux (mol yr-1), which is equivalent to 1 PgC yr-1.
e To scale the isotopic composition:

bg_par_ocn_force_scale_val_04=-60.0
bg_par_ocn_force_scale_val_05=-999.0

for example gives -60 per mil for 13C like methane and 14C that is pretty isotopicallftead
e By default in theforcing, the duration of the emission 1 year, and can be re-scaled (e.qg.,
to 1000 years duration) by:

bg_par_ocn_force_scale_time_03=1000.0
bg_par_ocn_force_scale_time_04=1000.0
bg_par_ocn_force_scale_time_05=1000.0

¢ Finally — the emission location is specified by, e.g.:

bg_par_force_point_i=18
bg_par_force_point_j=26
bg_par_force_point_k=7

Alternatively, the DIC release can be made over the entire ocean floor or simply sections (or
depth intervals) of the ocean floor instead of a point source.

Prescribe a spatial map of benthic tracer release

Flux forcingsto the ocean with a variety of different spatial attributes can be specified fartfiegs
specification file:configure_forcings_ocn.dat. As detailed in the notes to this file, there is a
flag (COLUMN #6) which sets the spatial attributes of tfugcing:

3 —'3D’ —force the entire ocean volume uniformly
2 —'2D’ —force the entire ocean surface uniformly
0 —'0D’ —force a specified point
-1 —'SURFACE’ - force with/to specified surface ocean pattern
-2 —'BENTHIC’ — force with/to specified benthic pattern
-3 —'LEVEL - force a specific layer in the ocean with/to specified paftern
-4 —'SURFACE+BENTHIC’ — simultaneously force with/to specified (and sperate) surface and
benthic pattern
Options-1 through-4 require a 2D field to be provided. The grids for both are the same —i.e.,
all ‘'wet’ grid points (non dry land) in the model. Templates for these can be created as follows:

1. Open up th8IOGEMresults file:fields_biogem_2d.nc (any experiment).

2. Display the variablegrid_mask.
3. Selecttharray 1 tab (to display the actual gridded values rather than the color-coded map);
highlight the grid of values and then copy-and-paste to a text editor.
4. You should have a grid of values, with®. 0’ representing ocean, antlaN’ land. TheNaNs
can then be search-and-replacedtd@” and you have a grid valid for either the entire surface
ocean or entire benthic surface.
From here:1s can be replaced s to remove unwanted locatioRs.

25Note this is on the scale of d14C not D14C
26For k=k_max, this duplicates the SURFACE forcing.
27This can be quite time-consuming and tedious and there is no particular short-cut :(
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In the forcing configuration file, if theOLUMN #5 flag ('scale flux forcing of tracer?’)
is set to 't’, then the flux applied at each selected location is scaled such that the total applied flux
is equal to that given in thiercing time-signal file?®

Applying a geoengineering ’liming’ flux to the ocean surface
[see geoengineering HOWTOQO]

28The values in the forcing map need not be all 1.0 of course.
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HOW-TO ... do stuff with sediments

Spin-up the full marine carbon cycle including deep-sea sediments
By a 2-step procesd

1. First-guess closed systerspin-up
As of code releaset211], it is possible to carry out the initial spin-up, with a solute input to
the ocean via rivers, but also at the same time, with the system configured closed, i.e.,:

bg_ctrl_force_sed_closedsystem=.true.

The weathering flux is subtracted from ocean cells overlying the sediments to balance the
global budget and ensure a closed system. This subtraction involves partitioning the total
global weathering flux between each ocean floor cell with a subtraction in proportion to the
estimatedCaCQ; preservation and burial rate. To utilize this methodology now requires that
the ROKGEM module is used, i.e., lase configuch as:

cgenie_eb_go_gs_ac_bg_sg_rg_itfclsd_161_JH_BASE

A first guess for the weathering flux must now be prescribed. This could be derived from
a previous closed system model experiment with no weathering flux specified (diagnos-
ing weathering from total glob&aCQ; burial as described earlier), or from the literature,
e.g., Ridgwell[2007] cites 20T mol HCQ; yr—1, an equivalenCaCQ; weathering rate of

10 Tmolyr1:

rg_par_weather_CaC03=10.00E+12

The followinguser configile

EXAMPLE _wor jh2_P04_S36x36_SPIN

can be used for the closed system spin-up.
To launch an experiment, type (all in one line; notes space separators between line items in
this document format):

./runCCSgenie.sh cgenie_eb_go_gs_ac_bg_sg rg_itfclsd_161_JH_BASE /
EXAMPLE_wor jh2_P04_S36x36_SPIN 20001

To submit to the cluster type:

gsub -q kitten.q -j y -o cgenie_log -S /bin/bash subcgenie.sh

cgenie_eb_go_gs_ac_bg_sg_rg_itfclsd_161_JH_BASE /
EXAMPLE_worjh2_P04_S36x36_SPIN 20001

20,000 years is probably about the minimum practig@h-uptime. Primarily — you are

looking for convergence in the mean wi€aCG; value (averaged sediment compaosition),
which is recorded in thBIOGEM time-serieéile:

EXAMPLE_wor jh2_P04_S36x36_SPIN

2. Open system spin-up
The last stage is an open system spin-up as described previously. The prescribed weather-
ing flux (rg_par_weather_CaC03) is revised and set equal to the diagnosed glaizlO;
burial rate (Total CaC03 pres (sediment grid)’) as reported in th&EDGEM module
results file:
seddiag_misc_DATA_GLOBAL.res. In addition, anopen systermust now be specified in
theuser config

29This is a revised methodology compared to that described in the GENIE-1 HOW-TO.
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bg_ctrl_force_sed_closedsystem=.false.

50,000 years is probably about the minimum practsgah-uptime. Again — you are looking
for convergence in the mean wt@aCQ; value and it is up to you to judge how long the
spin-upneeds to be.

There is still some departure of ocean Ca and ALK inventories during the revised multi-stage
spin-up compared to observed (and the initialized values), but this is substantially reduced compared
to the original 2-part spin-up methodology as well as to a single spin-up methodology.

TIP: Having completed the full marine carbon cycle spin-up, it is recommended th&athé :
POCrain ratio is set invariant — see earlier HOW-TO. If the def@dCO; parameterization setting
is retainedCO,-calcification feedback as describedRidgwell et al.[2007b] is enabled.

NOTE: There is no climate feedback by default. To run experiments with feedback be@@en
and climate, add:

ea_36=y
at the end of theiser-config

Run the sediments at higher resolution (as compared to the ocean grid)

By default (as set in thbase-confidile in ~/cgenie. muffin/genie-main/configs) the SEDGEM sed-
iment grid is configured at a resolution of 2386 (and on an equal area grid), by:

SEDGEMNLONSOPTS="$ (DEFINE) SEDGEMNLONS=36"
SEDGEMNLATSOPTS="$ (DEFINE) SEDGEMNLATS=36"

Several data input files are required BgDGEM consistent with the specified grid:

e A mask, which specifies the sediment grid locations (if any!) at which sediment cores (see:
Ridgwell[2007]) are to be generated at:

sg_par_sedcore_save_mask_name="sedgem_save_mask.36x36"

The example provided on SVN contains some illustrative locations set (Byfar cores to
be generated.

e The required sediment grid topography (bathymetry):
sg_par_sed_topo_D="sedgem_topo_D.36x36"

This particular grid is derived from observed bathymetry and excludes sediment locations
shallower than the surface ocean layer (of the 8-level model) as descriltiédgwell and
Hargreaveq2007].
As described in Ridgwell and Hargreaves [200&%,DGEM can be sub-gridded to a resolution
of 72x 72 (equal area). Thiellowing namelisparameter additions are necessary tauber-config
file:

SEDGEMNLONSOPTS=’$ (DEFINE) SEDGEMNLONS=72"
SEDGEMNLATSOPTS=’$ (DEFINE) SEDGEMNLATS=72’
sg_par_sed_topo_D="sedgem_topo_D.72x72"
sg_par_sedcore_save_mask_name="sedgem_save_mask.72x72"

NOTE: Carbonate chemistry stability problems (= model crash) may occur in the 16-level con-
figuration in conjunction with 72x72 resolution sub-gridded sediments. Who knows why?! :(
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Include shallow water depositional systems

By default, the entire seafloor grid is considereddeepseaand sedimentary diagenesis options

are provided accordingly. In practice, because the simple diagenesis options available, such as for
CaCQ; (e.g. Archer[1991]; Ridgwell[2001]; Ridgwell et al.[2003]) tend not to be applicable to
shallower water and particularly high organic carbon delivery (especially in the case ok@eECO
genesis) environments, the deep-sea grid is restricted. This can be prescribed 'hard’, by defining the
sediment grid only at deeper depths and classifying shallowed ocean grid points as invalid (a value
of 0.0) in the SEDGEM depth definition fif€ (e.g.worbe2. depth . 36x36x08). Or, and more flex-

ibly, the entire ocean grid can be defined as potentially valid (@gbe2.depth.36x36x08.ALL)

and SEDGEM directed to treat any grid points lying shallower than a specific depth as shallow wa-
ter sediments. This depth cut-off is set via the paramggepar_sed_Dmax_neritic (in units of

m below the ocean surface). A typical value i . 03, which for an 8-level configuration will ex-

clude the shallowest ocean depth level from the deep-sea grid, and for a 16-level ocean will exclude
the two shallowest ocean depth levels.

Sediments that are not classed as 'deepsea’, are automatically classed as 'mud’, i.e. potentially
detrital and organic carbon rich. Such sediment locations currently have no option for carbonate
burial associated with them. Instead, a limited range of extremely simple and crude assumptions
regarding organic carbon preservation (and P regeneration) are provided.

Locations at which carbonate can be produced and preserved are classifesf’dscations.

Note that the assumption here is that carbonate is precipiced benthically and buried, rather than
produced pelagically and settle to the seafloor. A mask needs to be prvidexider to define

the cells which araeef rather thanmud The mask consists of the sediment grid, with values
being eithert .0 (reef) or 0.0 (other). Grid points that are shallower than the depth cut-off and not
associated with a value af. 0 in the corresponding reef mask file, are classifiechas

If can be a little tedious (not realtyat tedious) to create seef mask than exactly matches all
the shallow grid points, so a parameter is provided to force alldempseayrid points to bereef
This is achieve by setting:

sg_ctrl_sed_neritic_reef_force=.TRUE.

This parameter can also be used to force a pattereaffcells as defined by theef mask, even if
they lie deeper than the depth cut-off valgg (par_sed_Dmax_neritic).

Additional information and tips on setting up shallow water sediment grids can be found in
some of the EXAMPLES (e.GEXAMPLE.p0251b.PO4.SPINO).

Set a specific ocean chemistry or saturation state

In the absence of a significant pelagic plankton derived deep-sea carbonate sink, the global burial
sink of CaCQ is likely to have been dominated by shallow water depositional environments. cGE-
NIE can represent something of these systems and the fundamental dynamical difference between
deep-sea pelagic and shallow water CaGidks (the former is predominantly controlled by preser-
vation and input of G, whilst the latter is primarily a function of primary production by benthic
calcifiers) by specifying particular shallow water grid cells as reefal’ (28el4. Also in contrast

30set by parameter sg_par_sed_topo_D_name that must point to a file in
cgenie.muffin/genie-sedgem/data/input.

3INote that the simple (esp. CaG@iagenesis schemes) arguably only applicable below depths of ca. 1000 m,
although even this is complicated by varying patterns of productivity across the ocean.

32The parameter name to set the reef masigispar_sed_reef _mask_name.
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to the deep-sea pelagic Cag6€ink, which is mechanistically simulated (both export production
and particularly early diagenesis and CaGidssolution within the sediments), the shallow water
CaCQ sink in cGENIE is heavily parameterized and is treated as little more than a function relating
deposition of CaC@(in units of mol cm? yr—1) at each and every designated reefal grid point. A
parameter is provided:

sg_par_sed_reef_CaCO3precip_sf

that scales the CaCGurial flux so as to achieve some desired global value, such as to balance the
global weathering rate. Unfortunately, the value of this parameter ia pabri known. Its value

(and hence sink strength) also depends on the ambient saturation state. Hence, from the outset,
the carbonate saturation properties of the ocean surface must be assumed and set. For the modern
ocean, this arises naturally from a system initialized with observed concentrations of ALK, DIC,
[Ca2+], etc. and (preindustrial) atmosphgie0,, and in conjunction with an adequate simulation

of the large-scale productivity of the ocean and recycling in the interior ocean.

For deeper in the geological past and particularly in the absence of an effective deep-sea pelagic
CaCQ buffer, ALK and DIC in particular a priori not known, although either sensitivity experiment
assumptions of the CQOconcentration required to generate a specific climate and/or proxy data,
can give some ideas @CO,. It is beyond the scope of this HOW-TO to discuss what geological
constraints can be applied in constraining surface ocean saturation (and hence, in conjunction with a
given weathering flux, to identify the value of the scaling parameter) but having identified a number
(as calcite or aragonite), there are three possible ways of setting an appropriate ocean chemistry:

1. To achieve a specific mean ocean surface saturation state: mean ocean ALK and DIC values
can be set consistent with assumptions regragi®@, and [C&"]. The parameters specify-
ing the initial mean ocean ALK and DIC concentratiopsr(ol kg™?) are:

bg_ocn_init_12=2.3630E-03
bg_ocn_init_3=2.244E-03

for their respective modern mean ocean values.

In order to estimate appropriate past concentrations for a gi@ and [C&*], trial and

error can be employed, aided by use of a carbonate calculator program such as CO2SYS,
although bearing in mind that the saturation conditions calculated in CO2SYS will be w.r.t.
the surface, while the 2 model initialization parameters are setting the mean ocean composi-
tion — ocean circulation and particularly biological productivity in the open ocean will create
an offset between mean surface and bulk ocean properties. Once a reasonable ocean satura-
tion state has been employed, the reefal Ca@€positional parameter can be played with

to (re)balance weathering and global burial, although if the initial guess is too far off, this
will need to be briefly iterative (as localized Cag@moval and burial will affect the local
saturation state and hence in tuurial).

Conclusion: do-able, but tedious.

2. An alternative methodology, somewhat akin to how the system with a responsive deep-sea
pelagic CaC@buffer is configured, is to set the system 'open’, and allow the balance between
weathering and shallow water Cag®urial to set ocean chemistry (whilst restoripgO,
to a required value). This is potentially even more tedious, because the value of the scaling
parameter is not known. In fact, it is the scaling parameter that will set the mean ocean
surface saturation in order to balance weathering and shallow water {Iacial.
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An acceleration technique can be used (s2@:149 but the process is still iterative (and
tedious).

A further provision is hence made in the SEDGEM module that will flux force the ocean with
Ca (and also DIC if requested) at each and every reefal cell if the local saturation state falls
below a specified target value. In this:

sg_ctrl_sed_neritic_reef_force=.TRUE.

will turn "on’ the provision of a forcing of ocean chemistry towards a local saturation target,
sg_par_sed_ohmegamin

sets the saturation threshold, and

par_sed_ohmegamin_flux

specifies the flux in units of mol €& cm~2 per time-step at each and every reefal grid point.
Setting:

ctrl_sed_forcedohmega_ca=.false.

will enable the corresponding fluxes of ALK and DIC to be applied.

This methodology can be accelerated as per Se@fioidbut with the downside that what

is being set in practice is the minimum saturation at any reefal grid point — i.e. one should
obtain a reefal grid point, typically at relatively high latitudes, with ambient chemistry close
to the specified saturation, with all other grid points characterized by higher saturation. There
is no simple way of deriving the global mean surface saturation in advance.

Having forced ocean chemistry (e.g. just by altering thé"Gand ALK input to the ocean)

and restored to a specified atmosphg@®0O, value, the value of the reefal Cag®urial
scaling parameter can be adjusted in order to balance weathering and global burial. A little
iteration may probably be required to get a good balance as the ompeting flux input and
CaCQ removal are very localized (at reefadlls).

Conclusion: do-able, but does not give a simple-to-predict mean global saturation.

3. With a desired global mean surface saturation value in mind, cGENIE can be configured to
determine the appropriate ocean ALK and DIC value directly.
In brief — a mean global saturation target value is set by the parameter:

bg_par_force_invert_ohmega

ALK, and if requested: DIC (and isotopes) and Ca, is fluxed evenly throughout the ocean
if the current ocean surface saturation value falls beneath the target, and not fluxed at all
otherwisés.

An aragonite saturation value can be forced towards rather than calcite by setting:

bg_ctrl_force_ohmega_calcite=.false.

The setup for this is a little involved and involves specifying a particular forcing that cGE-
NIE identifies as requiring a saturation target to be matched and requires some additional
configuration.

An exampleuser-configo spin-up the ocean to a specified saturation value is provided:

33A negative flux of ALK can be enabled, which would act to reduce saturation, by setting the following:
bg_ctrl_force_invert_noneg=.false.
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EXAMPLE.p0251b.P04.SPINO
and described in the Examples chapter. A typical configuration would like like the following:

bg_par_forcing_name="pyyyyz.RpCO2_Rp13CO02_FRALK_FDIC_F13DIC_FCa"
bg_par_atm_force_scale_val_3=2800.0E-06

bg_par_atm_force_scale_val_4=-6.5

bg_par_ocn_force_scale_val_3=1000.0E12

bg_par_ocn_force_scale_val_4=0.0

bg_par_ocn_force_scale_val_12=2000.0E12

bg_par_ocn_force_scale_val_35=0.0

bg_par_force_invert_ohmega=10.0

of which the first line sets the forcing (provided), the second line specifies the atmospheric
pCO, value to be restored to (and the 3rd its isotopic composition). Because the ocean is
either fluxed or not, depending on surface saturation compared to the target, how aggressively
the ocean is fluxed is set by lines #4 (for DIC) and #6 for ALK. The values showri‘tene
approximately x10 global weathering for reference. The last line is the required mean ocean
surface saturation state. (Lines #5 and #7 set the isotopic composition of injected DIC, and
any associated Ca flux, respectively.)

In terms of methodology:

(a) This saturation restoring would be carried out in a closed system for typically 10 or 20
kyr, depending on whether an initigpin-upwas being used and how far off any guess
as to initial ALK and DIC is.
Depending on the reported global Cagiaurial raté®, the reefal CaC@burial scaling
parameter is adjusted. This is also a good time if climate-dependent feedback is to be
used, to adjust e.g. the baseline mean global temperature.

(b) The saturation restorinigrcing is replaced by a simple atmosphepCO,forcing (or
none at all), and a short, perhaps just 1 kyr experiment is carried out with an open
system. Fine-tuning of the CaGurial scaling parameter is carried out (plus any
fine-tuning required to set an exact initial weathering flux).
(c) Along, open-systemspin-up likely accelerated (SectioR0.14 3rd spin-up phase is
conducted with no forcing.
Exampleuser-configof this sequence are provideHXAMPLE . p0251b.P04.SPIN*). Note
that the 3rd phase of spin-up could be carried out with a prescgB€éy *plus* associated
isotopic composition if not already done so (e.g. as part of the phase #1 gfithep).

Conclusion: work-able.

Specify a particular carbonate mineralogy
Firstly — pelagic carbonate production and deep-sea sedimentary diagenesis is inherently assumed
to be (all) calcite. Currently there is no alternative option, nor mixed phase (including high-Mg
calcite) assemblage option.

Shallow water (neritic) carbonates, however, can be specified as either calcite (the default) or
aragonite, the difference being simply in which saturation state is used to calculate precipitation
and burial rate. Reefal carbonate precipitation assumed in the form of aragonite is simply set by:

sg_par_sed_reef_calcite=.false.

34These values represent the *total* flux that distribution throughout the ocean relative to grid cell volume.
S5SEDGEM file seddiag_misc_DATA_GLOBAL.res
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Obviously, the same scaling value as per for calcite cannot be used (aragonite will require a higher
scaling to achieve the same global CaCiepositional flux).

In terms of a spin-up to a specified saturation state (2914 — an aragonite, rather than
calcite (the default) saturation value can be forced towards rather than calcite by setting:

bg_ctrl_force_ohmega_calcite=.false.

Set up a (silicate) weathering feedback
To create a temperature (only) dependency for the weathering of carbonate and silicate rocks, the
following two parameter values need to be set (for carbonate and silicate weathering, respectively):

rg_opt_weather_T_Ca=.true.
rg_opt_weather_T_Si=.true.

A reference temperature governs the dependency of weathering on climate change and modifies
the solute fluxes from weathering scaled (non-lineary) to the deviation of mean global land surface
temperature from the reference temperature. The mean global land surface temperature is given
in theBIOGEM time-seriedile biogem_series_misc_SLT.res and is set equal to the reference
temperature parameter:
rg_par_ref_TO.

The baseline (unmodified) solutes fluxes from terrestrial weathering are set by the parameters:

rg_par_weather_CaC03
rg_par_weather_CaSi03

for carbonate and silicate weathering, respectively. At steady-state (no climate perturbation), these
must sum up to the total weathering flux which is given by the total global Gab@al flux found
in the file seddiag_misc_DATA_GLOBAL.res (in the genie-sedgem results sub-directory). To
balance the silicate weathering, volcanic £git-gassing is then assigned a value equal to silicate
weathering flux by setting the paramete@r_par_outgas_C02.

There are different ways in which the total weathering flux (equal to total Ga@@al at
steady state) can be split between carbonate and silicate weathering and hence a value for volcanic
CO, out-gassing assigned:

1. All solutes could simply be assumed to be derived from carbonate weathering (which is the

default assumption in open system experiments without a weathering feedback), e.g.::

rg_par_weather_CaC03=10.0E+12
rg_par_weather_CaSi03=0.0

for a hypothetical example with 10 Tmol V¥ total global CaC@ burial. No volcanic CQ
out-gassing should then be prescribed.
2. Secondly, silicate and carbonate weathering could be assumed to be split evenly, e.g.:

rg_par_weather_CaC03=5.0E+12
rg_par_weather_CaSi03=5.0E+12

Volcanic CQ out-gassing needs to be set equal to the baseline silicate weathering flux:
rg_par_outgas_C02=5.0E+12

3. Thirdly, volcanic CQ out-gassing could be assumed, which then constrains the silicate flux,
with the carbonate flux being whatever is required to make the totdl Gaathering flux
equal to global CaCgburial.
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A difficulty arises because setting the reference temperagingar_ref _TO equal to the mean
global land surface temperature only gives rise to weathering fluxes exactly equal to the reference
parameter valuex§_par_weather_CaC03 andrg_par_weather_CaSi03) for a non-seasonally
forced climate. Because weathering is non-linear in climate (here just temperature), a seasonally
forced configuration of the model with give rise to slightly modified weathering fluxes. The re-
sult is a slight drift in atmospheripCO,) and climate, even after a fairly long (100s of kyr), or
alternatively, a slightly different steady stgg€0;) value (for a ca. 1 Myspin-up.

The reason is that long-term climate and hepC€,) is controlled by the silicate weathering
component of total weathering, not total weathering. Under a seasonally forced rather than annual
average climate, the non-linearity in the weathering response to temperature deviations means that
silicate weathering will generally slightly exceed volcanic £@ut-gassing. AtmospherigCO,)
and with it global temperatures will hence be gradually drawn-down until net (carbonate) carbon
removal exactly matches the rate of new (volcanic) carbon input

The imbalance between silicate weathering and volcanig @®-gassing is given in the BIO-

GEM output:

biogem_series_misc_exweather_Ca.res

which records the absolute excess of weathering compared to out-gassing, irfmgtCeas well

as a percentage. In apen systertnot a closed one!), this excess needs to be adjusted 'close’ (how
close? sub 1 percent or 0.1 TmolTar1, certainly) to zero. This adjustment is done by running

a short (a few or 10s of years) experiment, reading off the excess weathering value, and doing one
of the following:

1. Adjust the reference temperature paramegepar_ref _TO — to a lower value if there is an

excess of silicate weathering over out-gassing, or

2. Adjust the reference silicate weathering paramegepar_weather_CaSi03, or

3. Adjust the volcanic C@out-gassing flux parameteg_par_outgas_C02.

An exact adjustment can be made for the second and third possibilities, with the easiest being to
reduce the out-gassing flux value by the amount of excess weathering. For the first option, a couple
of iterations will typically be required in order to determine the new reference temperature value
that gives rise to a silicate weathering balance. The second option is the recommended one, with
the third being the least recommended. Regardless of which of the 3 options, the total weathering
flux, given in the BIOGEM time-series fileiogem_series_diag_weather_Ca.res, will now

be slightly different from the required burial flux. This either requires that the value of the refer-
ence carbonate weathering parametgr par_weather_CaC03) is now slightly adjusted, or that a
slightly different global carbonate burial flux is allowed.

If the carbon isotopic signature of volcanic €But-gassing is assigned a value of e.g. -@0%

The 513C of weathered CaCfis then simply set in order that inputs equal the méafC of
carbonate burial, which as given in tBEOGEM time-seriedile:
biogem_series_sed_CaC03_13C.res For example, assuming equal fluxes of 5 TmotYyfor
both weathering components and for volcanic,GDt-gassing (at -6.0f) and assuming a mean
carbonate buriad3C of 3%m, requires:

rg_par_outgas_C02_d13C=-6.0
rg_par_weather_CaC03_d13C=12.0

Of course, in reality organic carbon burial is important and including it would enable a much more
realistic value of weathered carbond®C to be set ...
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Accelerate the weathering-sedimentation mass balance (GEMIite’)

Also see The FAQ Chapter.

A (pseudo) module is providedGEM1ite’ which provides a means of much more rapidly solving

the weathering-sedimentation mass balance — i.e. the long-term (>10 kyr) carbon cycle processes
and feedbacks. The motivation behiG@lite is the stark disparity between the time-scales of
ocean circulation and biological pump (ca. 0.1-1000 years) and those of sedimentation and weath-
ering ( 2-20 kyr) and particularly the silicate weathering feedback (>100 kyr). This makes running
cGENIE to an open system steady state (with or without the silicate weathering feedback) challeng-
ing. Is there any way of 'accelerating’ the calculation of the 'long tail’ [Archer et al., 2009] of the
CO2 curve (e.g. in response to fossil fuel CO2 emissions)?

The philosophy is as follows: the long-term weathering-sedimentation processes are effectively
just an imbalance between the supply of solutes via weathering and preservation and burial of esp.
carbonates in deep-sea (and shallow) marine sediments. For a small imbalance between weather-
ing and sedimentation, atmospheric pCO2 and climate (and hence the solute flux when including
weathering feedbacks) will only change very slightly. For long intervals characterized by only a
small imbalance in weathering-sedimentation the key assumption is made: Ocean circulation and
the biological pump, and hence the *gradients* of dissolved species in the ocean can be considered
*invariant*. Hence, for the purpose of solving weathering-sedimentation over an intervals of time:
The ocean can be treated as a *single box*. It further assumes that: The ocean is initially in equi-
librium with the atmosphere (w.r.t. CO2). (This latter assumption does place important limitations
on under what circumstanc@EMlite can be employed to accelerate experiments.)

This is whatGEM1ite does — it solves for weathering-sedimentation and applies the mass dif-
ference *uniformly* throughout the ocean (as if it were a single box), hence preserving the tracer
gradients in the ocean. It also (optionally) calculates and re-partitioning of carbon between ocean
and atmosphere. Because ocean circulation and the biological pump etc. do not have to be re-
calculated, the accelerated quasi box-model phase can be calculated very considerably faster than
the 'full’ model. Obviously, if atmospheric pCO2 and hence climate are changing at an appreciable
rate then the assumption of invariance in ocean tracer gradients breaks down and it is not 'safe’ to
apply the accelerated calculation. Similarly, appreciable changes in nutrient inventories will affect
the biological pump and hence also change tracer gradients.

The key to employingEM1ite, in addition to knowing when it is appropriate/not appropriate
to employ it, is to decide what balance of accelera&h{ite) time-stepping vs. normal (full
system update of ocean circulation, biological pump, etc.) time-stepping to employ. This division
is implemented by creating a sequence of accelerated vs. non-accelerated time-stepping. This can
be done in one of two ways:

1. Fixed sequence.
By default,GEM1ite will employed a fixed, pre-determined sequence of accelerated vs. non-
accelerated time-stepping. The parameters to specify this sequencing are:
ma_gem_notyr — Which sets the number of years (the assumed time-st@gMifite) for
'normal’ time-stepping.
ma_gem_yr — Which sets the number of years for accelerated time-stepping.
For instance: iha_gem_notyr=50 andma_gem_yr=50, you would have a sequence with 50
years of full updating, followed by 50 years of accelerated.
For instance: iha_gem_notyr=10 andma_gem_yr=90, you would have a sequence with 10
years of full updating, followed by 90 years of accelerated.
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etc.

Note that the GEMlite cycle phase of 'normal’ time-stepping is *always* done first.

Also note that choosing e.gna_gem_notyr=10 andma_gem_yr=100, while appearing a
desirably simple ratio, would result in the change-over point in cycle phase (to accelerated)
occurring at the end of year 10, 120, 230, 240, etc. — something that might affect/influence
your choice of data saving pattern (i.e., the sequence of time-points for time-series and time-
slice data saving).

By default, the parameter values angi_gem _notyr=999999 andma_gem_yr=1 meaning

that in practice you will never get to the end of the 'normal’ time-stepping phase. Note that
these parameters ardegers(setting real numbers, e.g. 0E6 will not work ...).

. Adaptive sequencing.

Here,GEMlite attempts to be clever and optimizes the ratio between the duration of each
phase of the cycle.

The motivation for this is that often in model experiments, environmental parameters will
tend to change faster at the beginning of an experiment compared to towards the end. Fos-
sil fuel CO2 release and its long tail of declining pCo2 is a good example of this. Obvi-
ously this complicates the choice of a (fixed) ratio of cycle phases — 100:100 (or more likely:
1000:1000) might not lead to too much degradation of the simulation, but you would only
gain a speed advantage of x2 for the experiment as a whole, which if 100-1000 kyr in total
duration, is still going to be | 0 n g. On the other hand: 10:90 would give you a factor almost
x10 increase in overall speed, but would seriously degrade the simulation during the initial,
rapidly changing environment following CO2 release.

Adaptive sequencing adjust the time-stepping via 2 criteria:

¢ In the normal time-stepping phase, if the rate of change of pCO2 is *more than* a
specified threshold over any one year, then the total duration of this phase is extended
by one year.

¢ In the accelerated time-stepping phase, if the total change in pCO2 since the last nor-
mal phase is *less than* a specified threshold, then the total duration of this phase is
extended by one year.

The resultis that the phase durations are always a minimum of the valuesmsegleys_notyr
andma_gem_yr. If it is 'unsafe’ to switch to accelerated mode, because pCO2 is changing
rapidly, then the model stays in normal mode. If it is safe to stay in the accelerated mode,
because pCO2 has not changed much in total during the phase, then the model stays in the
accelerated phase.

The parameter names are default values for the two thresholds are:

e ma_gem_adapt_dpC02dt=0.1 (ppm yr-1)
e ma_gem_adapt_DpC02=1.0 (ppm)

but these will not necessarily be the ideal of any particular experiment (and some trial-and-
error ma be called for).

Adaptive time-stepping is enabled by setting:

ma_gem_adapt_auto=.true.

(by defaultitis.false.).

The switching between normal (non accelerated) and accelerated phases is saved in a time-
series file:
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biogem_series_misc_gemlite.res

As a further refinement, the accelerated phase can be set to be relatively short to begin with,
but gradually increasing in length. The parameters controlling this are:

ma_gem_yr — the initial accelerated phase duration

ma_gem_yr_max — the maximum accelerated phase duration

ma_gem_adapt_dgemyr — the (minimum) fractional increase in duration each cycle (or 1.0

yr, whichever is greater)

A reasonable set of parameters:

ma_gem_notyr=10

ma_gem_yr=10

ma_gem_yr_max=990
ma_gem_adapt_dgemyr=0.05
ma_gem_adapt_dpC02dt=0.10
ma_gem_adapt_DpC02=0.01
ma_gem_adapt_auto=.true.
ma_gem_adapt_auto_unlimitedGEM=.false.

Finally ... you will need dase-confighat hascEM1ite enabled. This actually requires nothing
more than the addition of a couple of lines (tbase-confidile):

ma_flag_gemlite=.TRUE.
which can go e.g. near the start of the file un#tle#ENIE COMPONENT SELECTION. Plus:
ma_kgemlite=xx

which can go e.g. under TIME CONTROL AND TIME-STEPPING.

Here,xx will depend on the time-step assumed in the base-config. This is likely to be &ithibie
standard for moshhase-configsor 48: for low resolution and faster model configurations, which
typically have. t48 in their filename. By convention, | nan@se-configincludingGEM1ite with
_gl,

€.g.cgenie_eb_go_gs_ac_bg_sg_rg_gl.p0000c.BASESLi.t48.config

but you can name BobTheLeglessPony for all | care.

Themost important thing is to ensure you are not seriously degrading model fidelity (of carbon
cycle simulation) by your adoption and configuratiorGafilite.

Testdifferent assumptions of how the time-stepping phases are scheduled and compare (of possible)
against a full experiment in whickEM1ite is not used.

It is important to recognize that when the model switches into the GEM phase, it assumes
all ocean tracer gradients are fixed, and updates only ocean composition as a whole according to
weathering vs sedimentation imbalance (and also tries to re-equilibrium ocean and atm). As part
of this, the flux to the sediments is taken from the average of the last year of the preceding normal
phase, and fixed. This also means that the d13C of the CaCO3 deposited to the sediments is fixed
... even if the ocean d13C is being updated and changing ... So, basically you lose the feedback that
leads to d13C converging as sinks balance (weathering and volcanic)*fputs
The solution is to not run in the GEM phase for such long intervals — instead giving the normal

36Adjusting the fluxes themselves during the GEM intervals would break the underlying assumption inherent in the
acceleration approximation.
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phase a chance to make a brief update of ocean gradients and also d13C of export flux. BUT, if
pCO2 hardly changesGENIE runs the risk of staying in the GEM phase for ever (ish)!
A further option:

gem_adapt_auto_unlimitedGEM

sets whether GEM is allowed an unlimited phase duration or not. By default flaise .. This
means that the maximum GEM duration is limited to the norgeal_yr parameter. Also, if exces-
sive (pCO2) drift occurs, the model will immediately switch to the normal phase.

By default then:

e gem_notyr specifies a MINIMUM duration for a normal phase..

e gem_yr specifies a MAXIMUM duration for a GEM phase.
Values ofgem_yr much less than 100 are not advisable as you will not reestablish a new equilibrium
gradient of tracers in the ocean in that time.
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Set up carbon dioxide removal (CDR) geoengineering experiments

There are various ways implement different carbon dioxide removal strategies in cGENIE. For in-
stance — additions of dissolved iron and phosphate can be implemented as simple flux forcings to
the ocean surface, as described in the Tutorial exercises. Similarly, ocean ’liming’ can be imple-
mented as a flukorcing of alkalinity to the surface (with or without associated Ca2+ and with or
without additional CO2 emissions to the atmosphere due to the creation of lime). There is also the
facility for automatically calculating the liming required for a specific policy target (atmospheric
CO2 history or desired mean ocean surface pH or saturation state). This is described in a subse-
quent HOWTO. This section describes a framework created for applying additional geoengineering
modifications and particularly ones that cannot be implemented as a simpfertiing.

Applying a geoengineering ’liming’ flux to the ocean surface

There are two different methodologies provided for: (1) applying a surface flux of alkalinity (and
Ca, and DIC) with a uniform or spatial pattern, regardless of atmosppe&r@ and emissions,
and (2) applying a surface flux calculated internally to meet some objective — here, the value of
atmospherippCG; at any point in time.
1. Theforcing:
pyyyyz_RpCO02_Rp13CO2_FRALK_FDIC_F13DIC_FCa
provides a facility for applying alkalinityALK) (as well as Ca, and DIC, if selected) to the

ocean surface concurrently with a prescribed time-history of restoring of atmospiic
(and associated*3C), while

pyyyyz_FpCO02_Fp13C02_FRALK_FDIC_F13DIC_FCa
is similar, except with a prescribed time-history of flux (emissionsL@% (and associated
isotopic composition) to the atmosphere. By default in each, only an ALK flux to the ocean
surface is selected. The other three ocean tracers listeghifi gure_forcings_ocn.dat
are set tot’ for flux forcing. As provided in these examples, atmospheric pCO2 is held at
278 ppm for the restoring, and emissions of 1 PgC yr-1 (8.3333e+013 mol yr-1) for the flux
forcing version.
By default,forcingsare set such that the ALK (and Ca, and DIC if selected) is applied uni-
formly over the ocean surface (th2 in COLUMN #06). Point sources can be specified by
changing this to ad’, or an explicit spatial pattern with a2’ (which must then be provided
in a separate file).

2. Theforcing:
pyyyyz_FRpCO2_Fp13C02_FRALK_FDIC_F13DIC_FCa
differs firstly in specifying both a CO2 emissions flux and restoring value for atmospheric
pCO2. For alkalinity (ALK), both a flux and restoring of the ocean are selected.
Basically, what happens here is when a flux + restoring of ocean ALK is selected together
with flux + restoring ofpCQO,, ALK additions to the ocean is made in order to try and maintain
the prescribed history of atmosphep€0;, regardless of th€O, emissions also specified.
If at any one time-step atmosphe@€0; is higher than the target value, ALK is added to the

ocean with the flux specified in the ALK flux forcing. If atmosphepicO; is lower than the
target value, no ALK is added or taken away, unless the parameter:

bg_ctrl_force_invert_noneg=.true.
is set, which enables a negative ALK flux to be applied

S37This is likely pretty un-physical for most applications, hence the defaultagse. .
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Note that the restoring value of ALK has no meaning and the value set in:

biogem_force_restore_ocn_ALK_sig.dat

is not important. Both atmospher2O, flux forcing and restoring forcing time-series are
specified 'as normal’, and may constitute an SRE3 emissions scenario and RCP based
pCQO, time-history, respectively, for example. For d13C, only the d13C of emissions is spec-
ifiede,

If an atmospheri€ 0, emissions is not required, simply set the value in the time-series file to
zero. Note that no scaling of the atmosph&i®, forcing®® must be applied because it will
scale both restoring and emissions ...

If the model cannot quite attain th®C O, target specified, you probably do not have a suf-
ficiently large ALK flux specified. Conversely, if theCO, target is significant over-shot
(technically: under-shot) then you might have prescribed too large a flux.

Geoengineering with ... 'pipes’
Pipes are parameterized followigol et al.[2009] (Yool, A., J. G. Shepherd, H. L. Bryden, and

A. Oschlies (2009), Low efficiency of nutrient translocation for enhancing oceanic uptake of carbon
dioxide, J. Geophys. Res., 114, C08009, doi:10.1029/2008JC004792.) This is selected by setting:

bg_opt_misc_geoeng=’pipes’

(Currently, there is no other option and anything passed other than a valtigpet’ results in the
default: no geoengineering.) A series of option then control the working of the pipes:
e A mask file is provided to designate the grid points of the ocean with pipes in them, via:

bg_par_misc_2D_file

with a default of misc.dat’. The default file location is:
cgenie.muffin/genie-biogem/data/input.

This file is treated in a similar way to the normal 2@rcing files. The values at each grid
point can be scaled via the parametgg. par_misc_2D_scale. The units are m3 per year.
e.g. settingog_par_misc_2D_scale=1E13, assuming values af.0 or 0.0 in misc.dat

will create an annual vertical advective flux at each grid point equivalent to 30% of the
volume of the surface cell (3.2E13).

The ocean depth level associated with the base of the pipes is set via:

bg_par_misc_kmin_pipe=12

Three parameters are then provided to control what is advected, with a number of combina-
tions of tracers possible (useful for diagnosing the relative importance of e.g. nutrients vs.

respired CO2 vs. tem[?erature and salinity (and hence ocean circulation changes)):
— # pump T and S~

bg_ctrl_force_GOLDSTEInTS=.false.

(the default) prevents T and S being advected.

38A restoring must *not* also be set.
39e.g.bg_par_a‘t:m_force_scale_val_.’.’;
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— # ONLY pump T and S7
bg_ctrl_force_GOLDSTEInTSonly=.true.

results in *only* T and S being advected. ThisrequiresHgaictrl_force_GOLDSTEInTS=.false..

Its default is. false..
— # pump no DIC?

bg_ctrl_misc_geoeng_noDIC=.false.
prevent DIC from being advected.

The following combinations are then valid (shown commented out (#) are the settings that
are the same as the default settings and hence do not need to be re-defined, although it would
not hurt to):
1. bg_ctrl_force_GOLDSTEInTS=.true.
#bg_ctrl_force_GOLDSTEInTSonly=.false.
#bg_ctrl_misc_geoeng noDIC=.false.
results in everything being advected.
2. #tbg_ctrl_force_GOLDSTEInTS=.false.
#bg_ctrl_force_GOLDSTEInTSonly=.false.
#bg_ctrl_misc_geoeng_noDIC=.false.
results in everything (nutrients, DIC, ALK, isotopes, etc.) except T and S being ad-
vected.
3. #bg_ctrl_force_GOLDSTEInTS=.false.
#bg_ctrl_force_GOLDSTEInTSonly=.false.
bg_ctrl_misc_geoeng_noDIC=.true.
results in everything except T and S *and* DIC being advected (i.e. just nutrients,
alkalinity, isotopes etc.).
4. bg_ctrl_force_GOLDSTEInTS=.true.
bg_ctrl_force_GOLDSTEInTSonly=.true.
#bg_ctrl_misc_geoeng_noDIC=.false.
results in only T and S being advected.

Combination #1 is arguably the only realistic setting — the others being for diagnosing how the
model works and the primary controls on the effectiveness or otherwise of pipes, only. The
difference between #2 and #1 indicate the importance of changes in ocean circulation driven
by T and S, which can also be assessed in isolation via option #4. The difference between
option #3 and #2 indicates the importance of the respired CO2 'leak’ in the effectiveness of
ocean pipes. (Note that there is no option for removing DIC only and e.g. advecting T and S
and nutrients etc etc.)

Adjust solar forcing in a time-dependent manner
The value of the solar constant in cCGENIE is set byritaenelist parameter

ma_genie_solar_constant
which by default is set to 1368 m 2, i.e.:

ma_genie_solar_constant=1368.0
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Specifying a different value fatia_genie_solar_constant in theuser-configile allows the
solar forcing of the EMBM to be altered. For example, to induce a 'snowball Earth’ like state under
a solar constant applicable to the late Neoproterozoic (some 6% less than modern) you would set:

ma_genie_solar_constant=1330.56

Modification ofma_genie_solar_constant can be turned into a time-dependent forcing of
solar forcing, but only by frequent re-starting using a sequence of short model integrations.

Alternatively, a crude (temporary) hack is provided to allow a semi-continual adjustment of so-
lar forcing. Whether you wish to vary the solar constant in a time-dependent manner is determined
by theparameter

bg_ctrl_force_solconst
By default this is set tofalse.. By adding to thaiser-confidile:
bg_ctrl_force_solconst=.true.

a time-varying change in the value of the solar constant will be imposed. FOBIRSEM will
expect the presence of a file calletbgem_force_solconst_sig.dat in the forcing directors?.
This file must contain two columns of information: the first is a time marker (year) and the second
is a paired value for the solar constant. In the current crude incarnation of this feature, the time
markers (1st columnnust correspond exactly to the time markers in the time-series specification
file*l. cGENIE.muffin will exit with an appropriate error message if this is not the case.

When using the time-varying solar constant hack, seasonal solar insolation is re-calculated each
year with a call taradfor (genie_solar_constant) % at the start of the time-stepping IdGp At
each time-markeBIOGEM sets the value gfenie_solar_constant equal to the corresponding
value specified ibiogem_force_solconst_sig.dat. Thus, regardless of how closely-spaced the
time-marker years are, (seasonal) solar insolation is only adjusted every year. For a longer time-
marker interval than yearly, no interpolation is performed on the series of solar constant values, and
in this way time-dependant solar forcing currently differs from the calculation of ébingings

A simple example file might look something like:

-START-0F-DATA-

0.5 1367.0
1.5 1366.0
2.5 1365.0
3.5 1364.0
4.5 1363.0
5.5 1362.0
6.5 1361.0
7.5 1360.0
8.5 1359.0
9.5 1358.0
10.5 1357.0
-END-OF-DATA-

40REMEMBER: The location of which is specified by the namelist parameter bg_par_fordir_name.
4IREMEMBER: The filename of which is specified by the namelist parameter bg_par_infile_sig_name.
42cgenie.muffin/genie-embm/src/fortran/radfor.F

43cgenie.muffin/genie-main/genie.F
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which will decrease the value of the solar constant byrir? each year. Note that because the

solar forcing is only updated each year (with the caltigror.F), the first year will be characterized

by climate with a solar constant of 1368 n1 2 , the default. AlthouglBIOGEM sets a new value

of genie_solar_constant (1367 Wn12) mid way through the first year, it is only at the start of

the second year that solar insolation is recalculated according to the reduction in solar constant.
Hacking the solar constant in a time-varying manner is, of course, a (albeit crude) way of

addressing SRM geoengineering impacts.
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Specifying a fixed orbital configuration

The parameters to prescribe a fixed (but different from modern) orbital configuration are:
® ca_par_orbit_osce=0.0167

® ca_par_orbit_oscsob=0.397789
® ea_par_orbit_oscgam=102.92

which specify, respectively:

e eccentricity
e sine of obliquity
¢ longitude of perihelion

and here are shown with their modern, default values.
To specify an alternative (different from modern) orbital configuration, such as for the the last
glacial maximum (21 kd}, you would add (to theser-config:

® ca_par_orbit_osce=0.018994
® ca_par_orbit_oscsob=0.389911
® ca_par_orbit_oscgam=114.42

For comparison, the mid-Holocene (6 ka) parametéP set

® ca_par_orbit_osce=0.018682
® ca_par_orbit_oscsob=0.408410
® ca_par_orbit_oscgam=0.87

Specifying time-varying orbits

For model simulations over long timescales you might want to consider the effects of changes with
time in the astronomical forcing. In this case, the amount of daily mean insolation at each latitude
can vary as a function of eccentricity, obliquity and (climatic) precession, as opposed to under a
fixed insolation pattern. Such transient forcing can be applieduffin by adding the following

set of parameter settings to theer-confidfile:

# Call orbit_radfor: Applies astronomical forcing

ea_38 = uyn

# Specify the type of orbital forcing: O (default), 1 (time-varying)
ea_39 =1

# Number of data points in orbits file

ea_40 = 1001

# Interval between data points in units of goldstein time steps
ea_41 = 96000

# filename for orbital parameters

ea_42 = "orbits_La2004_1Myr.dat"

In this specific example, a filesrbits_La2004_1Myr.dat is specified, which provides the astro-
nomical solution for the past 1 million year based on the astronomical solutibasiar(2004)
in time-steps of 1,000 yeaf‘é.For 1 million year in time-steps of 1,000 years, there are 1,000,000
/ 1,000 = 1,000 data points (+ 1 for year zero) = 1,001 data points total. The value of parameter

44Taken from:PMIP2experiment boundary conditions.
45Taken from:PMIP2experiment boundary conditions.
46The data filedat can be found in sub-directorgenie-embm/data/input
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ea_40 needs to be set equal to this value, i.e. prescribing how many data points are present in the
file specified byea_42.

Note that the file containing the astronomical solution is read in reverse order, i.e. from the
bottom to the top. Thus, for filerbits_La2004_1Myr.dat, the values for eccentricity and obliquity
used for the first 1000 year of the simulation, are 0.03576 and 0.40080, respectively, corresponding
to the astronomical solution 1 million year ago. To change the time slice that you would like to
simulaté’ (for example from 500 ka to recent), simply copy the astronomical solution into a new
text file and remove the last 500 lines so that the simulation begins with the solution at 500 ka.

The value for parametesa_41 depends on the resolution of the model that is used. By default,
for a 16-level ocean circulation model configuratiomyffin employs 96 time-steps per year in the
GOLDSTEIN ocean circulation model component. When the astronomical solution is provided
as one orbital value per 1000 years, this equates to ¥@H= 96000GOLDSTEIN time steps.

For lower resolution configurations afiuffin, GOLDSTEIN may be operating on 48 time steps
per year, which means thaa_41 need to be changed to 48000 (when the astronomical solution is
provided 1000 year timsteps).

Important. When using one of the paleo configurationsaffin defined in thegenie-paleo
directory, the file containing the astronomical solution must be present in that directory. For all other
configurations, the file lives igenie-embm/data/input. A warning messgage will be generated and
themuffin will exit if the file is not found in the correct directory.

Saving orbitally-relevant data

The challenge here is that changes in seasonal characteristics are critical to understanding orbital
modulated insolation forcing and response, so seasonal or even monthly resolved data is needed
... yet the experiments may be several 100 kyr to Myr in duration ... Saving seasonal or monthly
resolved netCDF sulfficiently frequently to resolve precession — every few kyr — is possible, but the
resulting data file size maybe near unmanageable, and in any case, the net CDF files would have
to be laboriously processed. The situation can be helped a little by only saving 2D netCDF (see
earlier), but it still remains a task to process a large seasonal/monthly netCDF file. In contrast,
time-series data is cheap to save, but is currently saved only as global and annual average, masking
the details of any orbital response.

The solution provided here is to save data at specific points in the model grid (that are speci-
fied prior to an experiment being run), and to be very specific about what data is saved (i.e. rather
than large generic sets of variables being saved as in the time-series and time-slice data saving
approaches, only certain variables are saved). Furthermore, because orbital variability is slow com-
pared to the seasonal cycle, the data can be aliased. i.e., rather than saving every time-step during
the seasonal cycle, and saving every year (of every seasonal cycle), one can devise an interval of
data save, that samples a complete seasonal cycle onlyx\(fndrerex > 1) complete years have
been simulated. For example — saving data every 13 months would mean that Jan is saved in year
1, Febin year 2, Mar in year 3, etc, with all months saved over the course of 12 years and then Jan
again in year 13. This would not work so well if significant inter-annual variability was present (i.e.
as per in a fully coupled model), but in the basic EMBM-based configuratiomudfin, there is no
inter-annual variability and hence this strategy should work just fine.

4’Don't forget to update parameter ea_40!
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To configure this way of saving data requires that two files are be present in the:
genie-biogem/data/input sub#edirectory, are identified by name via 2 neser-configparameters:

1. bg_par_infile_orb_pts_loc_name
which directsBIOGEM to a file containing a list of model grid locations, in (i,j) format, and
2. bg_par_infile_orb_pts_var_name
which directsBIOGEM to a file containing a list of variables to be saved.
The default setting obg_par_infile_orbo_pts_loc_name is file: save.orb_pts_loc.EXAMPLE.dat,
whose content looks like:

01 01
01 02
01 35
01 36

For bg_par_infile_orb_pts_var_name is file: save.orb_pts_var.EXAMPLE.dat, and whose content
looks like:

ipoa_solfor.
ipoa_fxsw.
ipoa_seaice.
ipoa_cost.
ocn_sur_temp.
ocn_ben_temp.

BIOGEM will save *each* variable at *each* location, saving the data in files with n4fnes

biogem_orb_i01j01.res
biogem_orb_i01j02.res
biogem_orb_i01j35.res
biogem_orb_i01j36.res
The data is written out on each time-slice save step. Internally, in between time-slice saves,
BIOGEM can store up to a maximum number of data points, determined by the variable:

bg_n_orb_pts_nmax=0

By default, this is set to zero, and BIOGEM will therefore not save orbital data, nor look to
see if the filesog_par_infile_orb_pts_loc andbg_par_infile_orb_pts_var_name even exise® BIO-
GEM will warn you if you run out of internal storage, should you have e.g. too low a value of
bg_n_orb_pts_nmax and/or too infrequent aime-slicesave>*

The frequency of data sampling is given in unitSGMLDSTEIN time-steps, and is set by the
parameter:

ma_conv_kocn_korb=999999999

(the default value, effectively disabling saving).

48Regardless of whether or not a paleo configuration is used.

49(for this example)

50This means that for non orbital data saving, you do not even need to have these default files present.

51 would not recommend exceeding a producbgfn_orb_pts_nmax X number of locations X number of variables
of ... 10,000,000 (whether disk space exists to save a long run, is another matter)
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For examplé?:

e ma_conv_kocn_korb = 2
would sample each and eveBIOGEM time-step (48 per year) for the standard 16 level
ocean (96 time-steps per year in the ocean model).

e ma_conv_kocn_korb = 96
would sample once per year for the standard 16 level ocean (96 time-steps per year in the
ocean model).

e ma_conv_kocn_korb = 98
would alias the sampling, so that each year, you sampl8tQ&EM time-stegdater in the
year. So after 48 years, you will have sampled each oBiI@GEM time-stepsnce (and
hence have sampled the variability in a year), but only have 48 lines of data, rather than 48*48
lines for 48 years sampling each and evBIQGEM time-step.

For the variable list — the format is similar to the netCDF data names. If the sub-sinihg ’
appears in the variable string, surface data is saved. If the sub-sitngdppears in the variable
string, then benthic data is saved.

You can pick any of the ocean tracers listedrircer_define.ocn as part of the string (assuming
they are even selected and simulateé?,.9.g.

ocn_sur_P04.
ocn_sur_DIC.
ocn_ben_sal.

Carbonate variables can also be chosen — the full list of possibilities is:

H.
fug_C02.
conc_C02.
conc_C03.
conc_HCO3.
ohm_cal.
ohm_arg.
dC03_cal.
dC03_arg.
RFO.

2D atm-ocn physics variables (no sur or ben) include:

seaice.
seaice_th.
solfor.
fxws.
cost.
KC02.

MLD.

evap.
precip.

52| ikely you'll want a larger value ofia_conv_kocn_korb than the above examples, because it is still effectively
saving some data each and every year.
53Note that if you select an isotope tracer, e.g. 1B tracer, the output is saved as per mil.
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In addition, atmospheric atm_* and biological export bio_fpart_x* tracers are also sup-
ported.

Important. A DOT is required at the end of each output variable line, which helps the algorithm
distinguish different tracers.

Note that because there is an ambiguity between atmosphere and ocean temperature, as they
have the same name, when specifying any of atm, ocn, or sed tracers for savinggddtbcn’,
or 'sed’ to the string. Use underscores {j to separate parts of the string. For now, akd’ tracers
requested are assumed to be particulate fluxes. (Again, as before.)

Also note that for saving carbonate chemistry anywhere in the ocean and at any time (not just
associated with time slice saving), you need to specify that the carbonate system is re-solved fre-
guently. The setting for this is:

bg_ctrl_carbchemupdate_full=.true.

Note that there may be considerable computational overheads to this. However, the surface equi-
librium is solved frequently by default, and if you only want surface, you do not need to add this
setting. (So | guess it is only if you want benthic carbonate chem saved is theissaay)

There is also a previous/old way of saving just orbital insolation:

For evaluating and checking orbital experiments@ENIE.muffin , it is useful to be able to ex-
tract commonly used diagnostics of orbital variations in insolation, e.g. June 2TG&NIE.muffin
can be configured to save tlime-serieqat the standard save frequency fione-serieoutput) at
two different '’ grid positions (latitude) — typically one Northern and one Southern hemisphere,
and at specific points in the seasonal cycle. The relevant parameters are:

e bg_par_sig_j_N Sets the j’ latitude grid point location for extracting the insolation. On a
18x 18 grid, a value of 17 is as close as you are going to get to 65N.

e bg_par_sig_j_S As above, except for the Southern hemisphere (although there is nothing
stopping you from choosing 2 Northern or 2 Southern hemisphere points, just what out for
the automatic output column labelling that might cause confusion).

e bg_par_t_sig_count_N Sets the time-step in tHIOGEM tie-stepping cycle at which the
insolation value is extracted. Care is needed here in distinguishing between the primary ocean
(GOLDSTEIN) time-step, andBIOGEM , which is typically sub-stepped. For example, on
an 18x18x8 grid, thaSOLDSTEIN time-step is 48 (per year), arBIOGEM time-steps
every othetGOLDSTEIN step, i.e. 24 per year. A value for this parameter of 12 is then
approximately June 21.

e bg_par_t_sig_count_N As above, except for the Southern hemisphere.

Thetime-serieutput files is calledbiogem_series_misc_ocn_insol.res (and has pretty
self-explanatory columns).

Saving global/annual (insolation) changes

Two newmisc category time-series files have been provided:
biogem_series_misc_ocn_insol.res

and

biogem_series_misc_ocn_swflux.res
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with the the SW (shortwave) flux¢f1lux) being equivalent to the incident strength of solar radi-
ation at the surfaceifisol) but accounting for the prescribed planetary albedo. Both variables are
calculated and saved on a global mean ocean grid basis (2nd data column) and have units of W m-2.
In addition, to help diagnose orbital variabilityjogem_series_misc_ocn_insol.res includes
two further insolation variables (3rd and 4th columns). These reflect the strength of insolation at
a single point in the annual cycle and at discrete latitudes (j.grid indices). (The insolation
at 2 different latitudes are saved so that both .e.g. N and S hemisphere insolation signals can be
simultaneously recorded.)
Three new namelist parameters are provided to configure this:
1. bg_par_t_sig_count — which sets the BIOGEM 'time-step’ in the annual cycle at which
the insolation value will be saved. e.g. for 96 time-steps in the ocean physics, and a 2:1
GOLDSTEIN:BIOGEM gearing (the default for the 16 level configuration), there are 48
BIOGEM time-steps. (It is left to the user to work out which part of the annual ofGENIE
starts at (i.e. time-step #1) — | haven’t a clue ...)
2. bg_par_sig_j_N—sets the 'j’ value for a northern hemisphere (but could be southern) snap-
shot.
3. bg_par_sig_j_S — sets the ’j’ value for a southern hemisphere snap-shot.
By defaultbg_par_sig_j_Nis assigned a value @fandbg_par_sig_j_S a value oft (on ac-
count of the maximum grid size not beiagriori known). The default setting ®lg_par_t_sig_count
is 1 —i.e. the first (BIOGEM) time-step in the annual cycle.
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Common Modifications

Add 'name-list’ (run time) parameters
In order to create a newhamelist parameter, i.e. a parameter whose value can be setisea
configfile, you need to edit a total of 4 files:

1. x_1ib.£90
Add an entry in the relevant module library file, which for BIOGEM would be:
biogem_lib.f90%.

The parameter must be defined (with an appropriate type) and added to the NAMELIST
section at the top of the tile. Simply follow the format of the existing entries and add to
the most appropriate section of parameter categories. Note that the parameter name appears
*twice* — one in defining its type, and once in adding the the parameter NAMELIST.

2. *_data.f90 For completeness, there is an entry in the subroutine that reports the selected
parameter options upon model start-up (if this reporting is selected in the first place ...), which
for BIOGEM, is subroutine:
sub_load_goin_biogem
that lives in:
biogem_data.f90.

Again — simply follow the format of existing entries for creating a new one. Again: add in
an appropriate section of parameter categories to prevent future coders going mad loking for
something.

3. Add a new definition (including brief description and default value) in the xml definition file:
definition.xml
that can be found in the directory:
cgenie.muffin/genie-main/src/xml-config/xml You will have to scroll down to find
the section for the appropriate module, and then within that, the section for that catagory of
parameter. Simply follow the format of the existing entries.

4. <FILE >.f90 (or <FILE >.f77)

Finally, edit into the appropriate FORTRAN source file the code that incorporates the param-
eter that you wish to use. D’'uh!
Having ensured the model compiles and seems to do what you wish it do to — run a standard test to
confirm that nothing obvious has been unintentionally affected by the change. To do this, simply
typemake testbiogem and confirm that the test passes ...

Add additional results output

If a new data field can be derived from an existing field, then creating additional results saving is
relatively straightforward because no new time-averaging has to be carried out (i.e. you create the
new field based on annual (or sub-annual) averages that are already calculated and available. (If not
— refer to the 'full’ data saving sub-sections.) Note that new tracers are automatically saved.

Data saving 101
For newtime-slicesaving, code needs to be added to efther

sub_save_netCDF_2d_USER

or:

lcgenie.muffin/genie-biogem/src/fortran
2biogem_data.netCF.fQO
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sub_save_netCDF_3d_USER

depending on whether the field is 2D or 3D, respectively. Add the code to the end of the subroutine
(as marked). Follow the format of previous data saving as far as possible. For general format is:

¢ Add a conditional to define under what circumstances, particularly selected save options, the
data is saved. DO NOT save it by default ... unless it is of vital importance to the future of the
planet. Refer to the user-manual for the categories of save options, investigate what options
are used for similar data fields, and use your common sense ...

e Specific a units name faloc_unitsname, Or setto’n/a’ if not applicable (or non-dimensional).

e Initialize (zero) the local 2DXoc_1ij) or 3D (Loc_ijk) (depending on the data field) data
array.

e Calculate the data, employing a nested loop if necessary (i.e. simply matrix math cannot be
employed) and assign to the local data array.

e Add a call tosub_adddef _netcdf (don't ask questions — follow the general format).

e Add a call tosub_putvar2d (ditto).

For newtime-seriessaving ... it is sort of both more and less complicated :0) The new code
goes inbiogem_data_ascii.f90 but in two different placessub_init_data_save_runtime
andsub_data_save_runtime. For former creates the (ASCII) file and adds a header (to define
the columns), and then closes the file. The latter opens the now existing file, writes the output,
including the {ime-seriesave point) time, and the closes the file. The code needed (again — follow
the generla format and best to add the new code to the end of the subroutines) is hence ...

In sub_init_data_save_runtime:

e Add a conditional to define under what circumstances, particularly selected save options, the
data is saved. DO NOT save it by default ... unless it is of vital importance to the future of the
planet. Refer to the user-manual for the categories of save options, investigate what options
are used for similar data fields, and use your common sense ...

¢ (If multiple different variables stored in or based on the same array, set up a loop.)

e Create the filename to be sua@d{_filename) via a call tofun_data_timeseries_filename.

All files are x_series with the specific variable type and variable after, or if not a specific
variable type, thenmisc.

e Create the header text. If you start with/athen it is all the more MUTLAB friendly.

¢ Follow the sequence format ofHECK / OPEN / CHECK / WRITE / CHECK / CLOSE /

CHECK (yawn) ...
INn sub_data_save_runtime:

e Add the same conditional as useckitb_init_data_save_runtime.

(If multiple different variables stored in or based on the same array, set up a loop.)
Construct the local filename *exactly* as befoeaf_data_save_runtime) or it will not
find the fiel you have created ...

Calculate the data value()dc_sig).

CHECK / OPEN / CHECK / WRITE / CHECK / CLOSE / CHECK (yawn) ...
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Uncommon (lll-advised) Modifications

Define a new tracer
You probably should not be doing this ... but ... justin case ...

Basic definition procedure

1. The starting point to adding a new tracec®ENIE is to add the its definition to the relevant
tracer definition file.

There are three tracer definition files that livegenie .muffin/genie-main/data/input:

e tracer_define.atm
e tracer_define.ocn
e tracer_define.sed

that house a list of atmospheric (gaseous), oceanic (dissolved), and sediment (solid) tracer

definitions. Each file has a similar format, with a series of coILﬁmmding information on:

#01 The short (mnemonic) name for the tracer. This is used in creating the output filenames
and netCDF variable names. In theory, this could be anything you like, but to a limit of
16 characters.

#02 The identifier (index) of the tracer. This must be a unique number — one number for each
tracer.

#03 The 'dependency’ of the tracer. For instance, an isotope depends on the bulk (and lower
mass) tracer. A scavenged element depends on bulk organic matter. For a bufk tracer
its dependency is itself.

The dependency is used in the code to automatically determine any tracer that it depends
on and in the case of isotopes, to calculatedhalue.

#04 Is the tracer variable 'type’, used internally to determine what to 'do’ with a specific
tracer:

1" — assigned to primary biogenic phases; POM (represented by POC), CaCO3, opal
(all contributing to bulk compaosition)

2" — assigned to abiotic material (contributing to bulk composition); det, ash

3" — assigned to elemental components associated with POC; P, N, Cd, Fe

"4’ — assigned to elemental components associated with CaCO3; Cd

5’ — assigned to elemental components associated with opal; Ge

'5’ — assigned to elemental components associated with det; Li

7" — assigned to particle-reactive scavenged elements; 231Pa, 230Th, Fe

'8’ — assigned to carbonate 'age’

9" — assigned to the fractional partitioning of biogenic material (for remineralization
purposes)

10" — assigned to misc / 'inert’

'>10" — assigned to isotopic propertiest==13C, 12==14C, 13==180, 14==15N,
15==348, 16==30Si, 17==114Cd, 18==7Li, 19==144Nd, 20==44Ca, 21==98Mo,
22==56Fe.

#05 Tracer long name. Cannot be more than 128 characters in length.

#06 Units.

#07 Minimum valid value for the tracer. Values lower than this are classdth®sn the

3The meaning of the columns is also summarized at the end of the file.
4The elemental components of organic matter (P, N, etc) count as bulk tracers for the purpose of dependency.
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netCDF output.
#08 Maximum valid value. Values higher than this are classethéisn the netCDF output.
Hence, the first thing to do is to add an entry for the required tracer(s) to the relevant file(s),
using the above information and keeping a consistent format and convention with the existing
tracers.
If you have an elemental or isotopic tracer that is taken up by a growing phytoplankton cell
and incorporated structurally into POM, you will also need to define equivalent dissolved (and
recalcitrant) dissolved organic matter tracers (DOM and RDOM). If the tracer is associated
with organic matter (or other particles), then you require a scavenged particulate tracer but no
corresponding dissolved tracer. For something like iron, which is both incorporated into the
cell, and scavenged, you need both types of particulate tracer plus a set of dissolved organic
matter tracers ...

. A set of tracer-related definitions also exists in:

cgenie.muffin/genie-main/src/fortran/cmngem/gem_cmn.£90
Requiring some editing-attention hereé:is

ca. L24-26 Three parameters define the main tracer array sizes. (Unfortunately this informa-
tion has to be duplicated elsewhere due to the peculiarities of the GENIE code structure
— see below.) Their values must be equal to the total number of tracers defined in the
tracer definition files.

ca. L72-261 So as to simplify referencing the tracers in the code, each tracer is assigned
a simple mnemonic. This mnemonic may or may not be the same as the short name
defined in the tracer definition files. With a little bit of code, the tracer definition short
name could have been turned into an index value, but to date this has not been imple-
mented. However, while slightly tedious to set up, created fixed and compile-time rather
than run-time mnemonic assignments is going to be somewhat faster as well as making
the code slightly more compact.

ca. L630-642 Definition of the isotope standards. Only if creating a new isotope system does
this need to be edited.

So effectively, just the total number of tracers, and the addition of the tracer mnemonic name,

has to be edited in this file.

. An extremely unfortunate fact of GENIE code structure life is that the total tracer numbers

are defined a second time in:
cgenie.muffin/genie-main/genie_control.f90
at ca. L144-146, and need to be edited consistent with the valugsmincmn.f90 (see

above). Why ... ? Please don't ask.

. Equally, or arguably even more annoying and opaquely justified, is the need to edit a number

of entries in:
cgenie.muffin/genie-main/src/xml-config/xml/definition.xml
A number of sets of runtime parameters exist with one entry per tracer. Given that all runtime

parameters must be defined in the xml definition file, means that every time a new tracer is

created, a number of xml entries must be créate@ihe approximate line occurrence of this

outrage against all good programming practice, are as follows:

ca. L397-1159The tracer arrays holding information about which tracers are selected.

ca. L2538-3271Tracer arrays for the initial value of ocean (dissolved) tracers, as well as a
tracer value modification array.

SWatch out that the line numbers may have changed somewhat ...
8Note that there are no sediment (solid) tracer arrays for either initial composition or forcings.
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ca. L4343-5234Tracer arrays for atmospheric (gaseous) and ocean (dissolved) tracers gov-
erning tracer forcings (value and tie-scale).
ca. L5292-5370Tracer array for the initial value of atmospheric (gaseous) tracers.
To edit in new entries — simply follow the format of the last entry.
In addition — at the start of each array definition (xml tag startihgramArray), the array
size is defineddxtent=). This also needs to be edited to reflect the inclusion of additional
tracers.
5. Even more annoying, if possible, is the need to then edit the array entries in the Python xml
parameter translation script:
cgenie.muffin/genie-main/config2xml.py
It should be obvious where there additional entries corresponding to the new tracers need to
be added. Just be careful of the formatting (the last entry in the list of tracers for each array
not having a ;’ terminating the line. Otherwise, simply follow the existing format.
That is it for the basic tracer definition. The model should now compile without error (and still
pass itanake testbiogem) although you'll need to do make cleanall first. However, whilst
'knowing’ about the possibility of the new tracers, at this point you have not actually selected any
for an experiment and no initial conditions will be read in, nor relevant output created.

Testing

Having checked the model compiles and passes the basic BIOGEM test, the next step is to check
that the new tracer(s) is initialized correctlyt@m andocn tracers) and that appropriate output is
generated.

1. Create a nevbase-confighy taking an appropriate/comparable existinase-confi§ and
modifying it.

The first modification is to increase the number of ocean tracers, defined on the line headed
by:

# Set number of tracers

incrementing the total by the number of additional tracers to be included in thdass+
configas compared to the original one.

The second modification is to select the additional tracers — simply add appropriate entries to
the list of selected tracers (the tracers are selected by setting the parameter valtgsto

as by default the arefalse.).

The final modification, in the case of atmospheric (gaseous) and ocean (dissolved) tracers is
to set an initial value. If you do not do this, by default, concentrations are initialized to zero.

2. Now go create aiser-configfile. Copy anEXAMPLE config file — one corresponding to the
unmodifiedbase-configif possible. You should rename it, and although no modifications are
required to the parameter settings in order for the model to run, to ensure all possible output
is produced, set:
bg_par_data_save_level=99

3. Run a brief experiment and check that the tracer appears in the output — both time-series and
netCDF. For ocean tracers, the concentration field should progressively look like salinity as
concentration changes at the surface will be influenced by P-E. (Remember that at this point,
no other transformations or changes of tracer have been defined — just that there is a tracer
and it is initialized to a certain value.)

7/cgenie.muffin/genie-main/configs
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Adding (and testing) a basic tracer biogeochemical cycle

Now for the trickier part, assuming you do not just want a simple passive tracer (there are plenty
of 'color’ tracers defined already!) and assuming you have got the tracer already successfully
configured and running as a simple passive tracer (i.e. previous steps).

The example will be for an ocean tracer that is incorporated into particulate organic matter
(POM) (and hence creating an associated sedimentary tracer) during biological productivity. Other
and much more fun and entertaining complexities will apply if e.g. the ocean tracer exchanges with
the atmosphere and hence is associated with an atmospheric tracer.

1. The relationships between different sorts of tracers, e.g. dissolved and gaseous, and dissolved

and solid, are defined in SubroutiE&b_def_tracerrelationship38
If there is an equivalent dissolved organic matter tracer corresponding to the particulate or-
ganic matter one, the relationship between POM and DOM (and also RDOM) also needs to

be defined.

Typically, the relationship between a particulate and dissolved inorganic, or particulate and
dissolved organic will be 1.0, but depending on the species concerned, it may be 2.0 (or its
reciprocal) and/or negative. These values can be modified later if necessary, and this occurs
depending on the redox state of the ocedh in

sub_data_update_tracerrelationships

2. For adissolved inorganic species being taken up biologically, a 'Redfield’ like ratio is defined
and used to relate the cellular quotient of the tracer versus catbdmarray pio_part_red)
stores the relationship of every particulate tracer to every other particulate tracer. It is hence
mostly zeros, except for the ratios of the particulate tracers to carbon in both organic matter
and CaCQ (and for that matter, opal)) and of the isotope ratios of specifies to their bulk
equivalent. The array is (re)populated each time-steguin calc_bio_uptake'?!, typically
by directly applying a globally applicable ratio that is read in at run-time (and hence requir-
ing a newnamelistparameter to be defined), by some function of ambient environmental
conditions that is often a modification of the run-time parameter.

If steps #1 and #2 have been completed correctly, there should now be a biological cycle of the
new tracer, with it being taken up at the ocean surface and incorporated into POM with a specific
ratio compared to carbon (set by the neamelistparameter) and resulting in depletion of the inor-
ganic dissolved tracer at the ocean surface. Conversely, there should be elevated concentrations of
the inorganic tracer at depth, mirroring the pattern of e.g.4JPCreation and subsequent reminer-
alization of a corresponding tracer incorporated into DOM (and RDOM if selected) should occur
automatically. However, the recommended first step in testing the newly defined biogeochemical
cycle is to disable all DOM formation, by setting:

bg_par_bio_red_DOMfrac=0.0

Also recommended is to enable "auditing’ of all the tracer inventories to ensure that tracers are not
being spuriously created or destroyed by:

bg_ctrl_audit=.true.

8cgenie.muffin/genie-main/src/fortran/cmngem/gem_util.f90
9cgenie.muffin/genie-biogem/src/fortran/biogem_data.f90
10A carbon currency is used in the model rather than phosphate, despite the classic Redfield ratio being defined relative
to a phosphate quotient of 1.0

Ucgenie.muffin/genie-biogem/src/fortran/biogem_box.f90
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Scavenged tracers are automatically remineralized along with the corresponding parent particu-
late tracer by defauit. However, there is no scavenging or creation of scavenged tracers by default.
A call would need to be added

sub_box_remin_part

(ca. L2961), e.g. following the examples of Fe scavenging and H2S reaction with organic matter
(treated as a form of 'scavenging’ for simplicity of code structure), plus a corresponding subroutine
added in which is the scavenged particulate tracer concentration is calculated and the removal of
the corresponding dissolved tracers set.

12They can instead be set to remain in the scavenging medium by setting a non zero vgdttesafav_fremin,
which sets the fraction of the scavenged tracer that is remineralized along with the degraded parent particulate tracer.
13cgenie.muffin/genie-biogem/src/fortran/biogem_box.f90
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